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Abstract— Selvice prioritization amongdiffer ent traffic classes
is an important goal for the future Internet. Conventional ap-
proachesto solving this problem considerthe existing best-efbrt
classasthe low-priority class,and attempt to develop mechanisms
that provide “better-than-best-efbrt” sewice. In this paper, we
explore the opposite approach, and devise a new distrib uted
algorithm to realize a low-priority service (as compared to the
existing best effort) from the network endpoints. To this end, we
develop TCP Low Priority (TCP-LP), a distributed algorithm
whose goal is to utilize only the excessnetwork bandwidth as
compared to the “fair share” of bandwidth as targetedby TCP.
The key mechanismsunique to TCP-LP congestioncontrol are
the use of one-way packet delaysfor congestionindications and
a TCP-transparent congestionavoidance policy. Our simulation
results shov that: (1) TCP-LP is largely non-intrusive to TCP
traffic; (2) both single and aggregate TCP-LP flows are able to
successfullyutilize excessetwork bandwidth; moreover, multiple
TCP-LP flows share excessbandwidth fairly; (3) substantial
amounts of excessbandwidth are available to low-priority class,
even in the presenceof “greedy” TCP flows; (4) the response
times of web connectionsin the best-efbrt classdecreaseby up
to 90% when long-lived bulk data transfers use TCP-LP rather
than TCP.

|. INTRODUCTION

OTIVATED by the diversity of networked applica-
tions, a significant effort has beenmadeto provide
differentiationmecharsmsin the Intemet, e.g, [1]. However,
despitethe availability of simple and scalablesolutions(e.g,
[2]), deplyment hasnot beenforthcaming. A key reasonis
the heterogneity of the Intemet itself: with vastly differert
link capacitiescorgestionlevels, etc., a single mechaism is
unlikely to be uniformly apgicable to all network elements.
In this paper we devise TCP-LP (Low Priority), an end-
point protocd that achieses two-class service prioritization
without ary suppot from the network. The key obseration
is that endto-end differentiation can be achieved by having
different endhost applicatiors employ different congestion
contrd algorithms asdictatedby their periormarce objecties.
Since TCP is the dominan protool for best-efort traffic, we
designTCP-LP to realizea low-priority serviceascompared
to the existing best effort service. Namely its objedive is
for TCP-LP flows to utilize the bandwidh left unused by
TCP flows in a non-irtrusive, or TCP-transpeent, fashion
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Moreover, TCP-LP is a distributed algorithmthat is realized
asa senderside modificationof the TCP protoal.

One class of applicatiors of TCP-LP is low-priority file
transferover the Interret. For network clients on low-speel
accesdinks, TCP-LP provides a mechaism to retain faster
respose times for interactve applications using TCR while
simultaneasly making progresson backgourd file transfers
using TCP-LP Similarly, in enterpise networks, TCP-LP en-
ableslarge file backus to proceedwithout impedng interac-
tive applicatiors, a fundionality that would othervise requre
a multi-priority or separatenetwork. Finally, institutiors often
rate-limit certain applicatiors (e.g, peerto-peer file sharirg
applications) suchthat they do not degrade the perfomance
of otherapplicatiors. In contrast, TCP-LP allows low priority
applications to use all excesscapacitywhile also remainirg
transpagentto TCP flows.

A secondclass of applicatiors of TCP-LP is infererce
of available bandvidth for network moritoring, endpoint
admissioncortrol [3], and performarce optimizatio (e.g, to
selecta mirror sener with the highest available bandvidth).
Current techriques(e.g, [4], [5], [6]) estimateavailableband
width by making statistical inferences on measuementsof
the delay or loss charateristics of a sequene of transmitted
praobe paclets. In contrat, TCP-LP is algoithmic with the
goal of transmittingat the rate of the available bandvidth.
Consegantly, competing TCP-LPflows obtaintheir fair shae
of the availablebandvidth, asopposedto probirg flows which
infer the total availablebandvidth, overestimatingthe fraction
actuallyavailableindividually whenmary flows aresimultane-
ously proling. Moreover, asthe available bardwidth charges
over time, TCP-LP provides a mechaism to continwously
adaptto changimg network condtions.

Our methoalogy for developing TCP-LP is as follows.
First, we develop a refererce mockl to formalize the two de-
sign objectives: TCP-LPtranspagng/ to TCR, and (TCP-like)
fairnessamong multiple TCP-LP flows competing to share
the excessbandvidth. The refererte mocel consistsof a two
level hierarclical schedler in which the first level provides
TCP pacletswith strict priority over TCP-LP pacletsandthe
secondevel provides fairness amorg microflowvs within each
class.TCP-LPaimsto achieve this behaior in networks with
nondifferentiated(first-comefirst-sene) service.

Next, to appraimatethe refererce modelfrom a distributed
endpoint protacol, TCP-LP emplo/s two nev mechaisms.



First, in orde to provide TCP-transpantlow-priority service,
TCP-LPflows mustdetectoncomng congestia prior to TCP
flows. Consequetty, TCP-LP usesinferen@s on one-way
paclet delays as early indicatiors of network congestion vs.

paclet lossesusedby TCP. We develop a simple analytical
modé to shawv thatdueto the nontlinear relationshipbetween
throughpu and rourd-trip time, TCP-LP can maintain TCP-
transpaeng/ even if TCP-LP flows have larger roundtrip

times than TCP flows. Moreover, a desiralte conseqgenceof

early congestio inferercesvia one-waydelay measuremants
is that they detect congestion only on the forward path
(from the sourceto the destinatioh and prevent false early
congestionindications from reverse cross-trafic.

TCP-LP's secondmechaism is a novel congestionavoid-
ancepolicy with threeobjectves: (1) quickly backoff in the
presenceof congestionfrom TCP flows, (2) quickly utilize
the available excessbandwidh in the absenceof sufficient
TCP traffic, and (3) achieve fairnessamong TCP-LP flows.
To achieve theseobjedives, TCP-LPs congestion avoidarce
policy modifies the additive-increasemultiplicative-decease
policy of TCP via the addition of an infererce phase anduse
of a modified back-df policy.

Finally, we perfom an extensve set of ns-2 simulation
expaiments and study TCP-LPs charateristicsin a variety
of scenariosFirst, in our experimentswith greely TCP flows
(FTP downloads), we shav that TCP-LP is largdy non-
intrusive to TCP traffic, and that TCP flows achie/e appox-
imately the samethroughpu whetheror not TCP-LP flows
are present.Second we explore TCP-LPs dynamic behaior
using expeliments with artificial “square-vave” backgound
traffic. We shav that single and aggegate TCP-LP flows can
successfullytrack and utilize the excessnetwork bandvidth.
Finally, in our expeimentswith HTTP backgoundtraffic, we
shaw thatflows in the best-efort classcanbenefitsignificarily
from the two-classserviceprioritization schemeFor exampe,
the resposetimesof web connectimsin the best-efort class
decreaséy up to 90%whenlong-lived bulk datatransfersuse
TCP-LPratherthan TCR. Thus,our simulationresultsindicate
that TCP-LPis apracticallyapplicatbe pratocol thataccurately
achieves the functionality of the refererce modé.

The reminde of this paperis organizedasfollows. In Sec-
tion Il, we presenthe refererce mocel to descrite TCP-LP%S
designobjectves andin Sectionlll we presentthe TCP-LP
protacol. SectionslV andV preseh simulation preliminaries
and experimentalresults.Finally, in SectionsVl and VIl we
discussrelatedwork and condude.

Il. PROBLEM FORMULATION

In this section,we provide a brief review of TCP congestion
contrd and preseh a refererte mockl to descrite TCP-LPS
designobjectives.

A. TCP CongestionControl

Figure 1 shawvs a tempaoal view of the TCP/Renocon-
gestionwindow behaior at different stageswith points on
the top indicaing paclet losses.Data transfer begins with
the slow-startphasein which TCP increasests sendingrate

exponentially until it encounters the first loss or maximum

window size.From this point on, TCP entersthe congestion

avoicancephase and usesan additive-increasemultiplicative-

decreae policy to adaptto congestion Lossesare detected
via eithertime-ou from non-receiptof an acknaviedgmen,

or by receiptof a triple-dwplicate acknavledgemen If loss
occus andlessthanthreedugdicate ACKs arereceved, TCP
redwesits congestionwindow to one sggmern and waits for

a periad of retrarsmissiontime out (RTO), after which the
paclet is resent.In the casethat anothertime out occurs
befae successfullyretransmittiig the paclet, TCP entersthe
exporential-bakoff phase and douldes RTO until the paclet

is successfullyacknavliedged.

Congestion Window

/

Exponential Backoff

Slow Start  Congestion Avoidance

Fig. 1. Behavior of TCP Congesibn Control

One objective of TCP corgestioncontrd is for eachflow
to transmitat its fair rateat its bottlenecklink. While biasing
ratesin favor of flows with small rourd-trip times, we nore-
the-lessreferto TCP as“fair” in the discussiorbelow.!

B. RefeenceModel and DesignObjectives

The objective of TCP-LP is to use excess network band
width left unuilized by non TCP-LP flows thereby makirg
TCP-LPflows transparento TCP andUDP flows. This design
objective is formalizedin Figure 2(a) which depictsa two-
class hierartical schedling model (see[8]) that achieves
the idealized systemfunctionality. In the referere system,
thereis a high-priority andlow-priority class,with the former
obtairing strict priority serviceover the latter Within each
class,serviceis fair amorg compeing flow-cortrolled flows.
As networks do not typically emplg/ suchschedulingmecta-
nisms,the objective of TCP-LPis to obtainan appoximatin
to the refeencemockl’s behaior via an end-mint congestion
contol algorithm. As depcted in Figure 2(b), in the actual
systemall flows (high andlow priority) aremultiplexedinto a
single first-come-fist-sene quete and serviceappioximatirg
that of the refererte model is obtaired via the use of two
different congestion contiol protomls, TCP and TCP-LP In
other words, TCP flows should obtain strict priority service
over TCP-LP flows, and competing TCP-LP flows shoud
eachobtaina fair bandvidth shareconparedto othe TCP-LP
flows?

1TCP's fairness propertes are studied in depthin [7] for example.
2As UDP flows are non-responsie, they would also be consideed high
priority and multiplexed with the TCP flows.
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Fig. 2. RefeenceModel and TCP-LP Realzation

I1l. TCP-LP PrOTOCOL: MECHANISMS AND
DEPLOYMENT

In this sectionwe develop TCP-LP a low-priority conges-
tion contrd pratocol thatusesthe excesshardwidth onanend-
to-endpath,versughefair-rateutilized by TCRP. Wefirst devise
a mechaism for early congetion indicationvia inferencesof
one-way pacletdelays.Next, we presenfTCP-LP's congestion
avoidane policy to exploit available bandwidh while being
sensitve to early congestion indicaors. We then develop
a simple quetleing model to study the feasibility of TCP-
transpagent congestioncontol underheterogneousourd trip
times. Finally, we provide guidelines for TCP-LP parameter
settings.

A. Early CongestionIndication

Thegoalof TCP-LPis to provide low priority servicein the
presenceof TCP traffic. To achieve this goal, it is necessary
for TCP-LPto infer congestionearlierthan TCPR In principle,
the network could provide such early corgestionindicatas.
For examge, TCP-LPflows could usea type-d-servicebit to
indicatelow priority, and routes could use Early Congestion
Notification(ECN) messagew inform TCP-LPflows of lesser
congestionlevelsthanTCP flows. However, giventhe absence
of suchnetwork suppat, we devise an endmint realization of
this functionality by using paclet delaysas early indicatas
for TCP-LR asconparedto paclet dropsusedby TCR In this
way, TCP-LP and TCP implicitly coordirate in a distributed
manrer to provide the desiredpriority levels.

1) Delay Threshold TCP-LP measuresoneway paclet
delaysand employs a simple delay thresholdbasedmethod
for early inferen@ of congetion. Dende d; asthe one-way
delay of the paclet with sequencenumbe 4, and d,,;, and
dimae @sthe minimum and maximum oneway paclet delays
expeiencedthroughaut the connetion’s lifetime.® Thus, dpin
is an estimateof the one-way propagationdelayandd o —
dmin 1S an estimateof the maximun queweing delay

Next, dende v asthedelaysmoothimg paraneter andsd; as
thesmoothd oneway delay A simpleexporentially weighted
moving averageis compued as

sdi = (1 —7)sdi—1 + vd;. 1)

3Minimum and maximum one-way paclet delays are initially estimatel
during the slow-start phaseand are usedafter the first paclet loss,i.e., in the
congestion avoidarce phase.

s O~

(b) TCP-LP Realization

An early indication of congestionis inferred by a TCP-
LP flow wheneer the smoothedone-vay delay exceals a
threshdd within the range of the minimum and maximum
delay In otherwords,the earlycongestionindicationconditian
is

Sdz > dmzn + (dmaz

where0 < § < 1 dendesthe threshdd paraneter (we discuss
the setting of paranetersé and -~ in detail in Sectionlll-

D). Thus, analogais to the way ECN usesincreasingquete

sizesto alert flows of congetion befae loss occus, the
abore schemeinfers forthcaning corgestion from the end
points’ delaymeasuremeas sothat TCP-LPflows canbe non

intrusive to TCP flows.

2) Delay Measuemem: TCP-LP obtainssamplesof one-
way paclet delaysusingthe TCP timestampoption from [9].
Each TCP paclet carriestwo four-byte timestampfields. A
TCP-LPsendettimestampneof thesefields with its current
clock value whenit sendsa datapaclet. On the other side,
the receiver echoedackthis timestampvalueandin addition
timestampghe ACK paclet with its own currenttime. In this
way, the TCP-LP sendermeasuresone-vay paclet delays.
Note that the senderand recever clocks do not have to be
synchionizedsincewe areonly interestedn the relative time
difference.Moreover, a drift betweenthe two clocks is not
significanthereasresetsof d,,,;, andd,,., ontime-scaleof
minutes can be apgied [10]. Finally, we note that by using
oneway paclet delay measuremss instead of rourd-trip
times, cross-trafic in the reversedirection doesnot influerce
TCP-LPS5s infererce of early congestion.

B. CongestionAvoidarce Policy

1) Objectives:TCP-LPis anend-mint algorithm thataims
to emulatethe functionality of the refelence-schealing model
depictedin Figure 2. Considerfor simplicity a scenariowith
one TCP-LP and one TCP flow. A strict priority schedler
senes TCP-LP paclets only whenthereare no TCP paclets
in the system.However, wherever TCP paclets arrive, the
schedler immediatelybegins serviceof highe priority TCP
paclets.

Similarly, after servingthe last paclet from the TCP class,
the strict priority scheduleimmediatelystartsserving TCP-
LP paclets. Note that it is impossibleto exactly achieve this
behaior from the network endmints as TCP-LP operateson



time-scale®f round-trip times,while the refererce scheduling
modd opemteson time-scalesof paclet transmissiortimes.
Thus, our goal hereis to develop a congestioncortrol policy

thatis ableto approximae the desireddynanic behaior.

2) Reactimg to Early Congestionindicators: TCP-LP must
reactquicky to early corgestionindicatas to achiere TCP-
transpageng. However, simply decreasinghe congestiorwin-
dow promptly to zero paclets after the receipt of an early
congestionindication (asimplied by the refeencescheduling
modd) unneessarilyinhibits thethroughpu of TCP-LPflows.
This is becausea single early congestionindicationcannotbe
consideedasareliableindication of network congestiongiven
the complex dynamics of crosstraffic. On the other hand
halving the congestion window of TCP-LP flows onceper
rourd-trip time, as recanmende for ECN flows [11], would
resultin too slow a respoise to achieze TCP transpagngy.

To compomisebetweerthe two, TCP-LP employs the fol-
lowing algorithm. After receiptof the initial early congestion
indication TCP-LP halvesits congestionwindon and enters
an inference phase by starting an inference time-ou timer.
During this inferenceperiod TCP-LPonly obseres responses
from the network, without increasingits congestionwindow.
If it receves anotherearly congestion indication befae the
infererce timer expires, this indicatesthe actvity of cross
traffic, and TCP-LP decrasesits congestionwindow to one
paclet. Thus, with persistentcongestion, it takes two round-
trip times for a TCP-LP flow to decreasdts window to 1.
Otherwise, after expiration of the infererce timer, TCP-LP
entersthe additive-increasecongestion avoidancephaseand
increasedts congestionwindow by one per round-trip time
(aswith TCP flows in this phase).

We obseve that as with routerassistedearly congestion
indication[11], consective pacletsfrom the sameflow often
expeiencesimilar network congestio state.Conseqently, as
suggestedor ECN flows, TCP-LP alsoreactsto a congestion
indication evert at most once per roundtrip time. Thus,
in order to prevent TCP-LP from overreactingto bursts
of congestionindicaed paclets, TCP-LP ignares succeeding
congestionindicatiors if the sourcehasreactedto a previous
delaybasedcorgestionindication or to a dropped paclet in
the last rourd-trip time.

Finally, the minimum corgestionwindow for TCP-LPflows
in the inferencephaseis setto 1. In this way, TCP-LP flows
conseratively ensurethat an excess bandwidh of at least
one paclet perrourd-trip time is available before probing for
additioral bandwdth.

3) PseudoCode: Figure 3 shavs the pseu@ code for
TCP-LPs corgestion avoidarce policy. We denotecwnd as
congestion window size and itti as the infererce time-ou
timer state indicata. It is set to one when the timer is
initiated andto zerowhenthe timer expires. Furthe, Figure4
illustratesa schematicview of TCP-LPs congestiorwindow
behaior atdifferert stageswherepoints onthetop markearly
congestionindicatiors andtheinferercetimer periodis labeled
itt. For exanple, with the first early congestion indicata, this
flow entersthe inferene phase.lt later successfullyexits
the infererce phaseinto additive increaseas no further early
congestion indicatos occur On the other hand the second

Variables
newv-ACK: indication that ACK paclet hasarrived
congind: congestionindication
itti: inference time-aut timer indication
cwnd: congestion window

Pseudocode

1. if (new ACK ==1)

2. if (congind == 1)

3. if (itti == 1)

4, cwnd=1;

5. else

6. cwnd = cwnd/2;

7. endif

8. itt = 1;

9. else

10. if (itti 1= 1)

11. cwnd += 1/cwnd

12. endif

13. endif

14. endif

Fig. 3. TCP-LP Congsstion Avoidance Policy

early congestionindicata is followed by a secondindicata
within the inferencephasesuchthatthe congestionwindow is
subseqgantly setto one.

itt

Congestion Window

Time

Fig. 4. Behaior of TCP-LP Congestion Avoidance Phase

C. Modeling TCP and TCP-LP Interactiors

As describedabore, TCP-LP mustdetectcongestiorearlier
than TCP. However, in a hetergeneais networking envi-
ronment, different flows can have different round-trip times
rangng from several msecto several sec Here we addess
to what extert TCP-LP flows with large rourd-trip times can
still infer congestionprior to TCP flows with smallerround-
trip times. Suchbehaior is requiral suchthat TCP-LP flows
with large rourd-trip times can still utilize excessnetwork
bandvidth without hindeing TCP flows with small rourd-trip
times.

Our apprachis to develop a simple queueig model that
charaterizes TCP-LPS nonintrusiveressin the presene of
TCPcross-trdfic, andquantifiest with respecto thethreshdd
paraneterd. The modcel, illustratedin Figure5, corsistsof a
bottlereck quete with capacityC' driven by traffic from one
TCP-LP connetion with round-trip time rt¢t;. Moreover, the
guete serviceghigh priority) TCP crosstraffic with rourd-trip



time denotedby rtt,. For simplicity, the crosstraffic is also
modded as originaing from a single TCP conrection.

Denoting the queues total buffer spaceby @, the early
congestionindicatian condtion is satisfiedwvheneerthequele
length is greder than Qd paclkets, which is equvalent to
condtion (2) with v = 1 in this idealistic scenario Further
considerthat without congestion,the two flows areincreasing
theirrateslinearlywith constats «;; anday, paclketspersecond
respectiely.*

Fig. 5. Simplified Model of Heterogeneais RTT Effects

In such a scenarioand uncer a fluid flow model, we
can quantify the conditins in which the TCP-LP flow will
decreaseits sendingrate befae the TCP cross-trafic will
experience paclet loss. We assumethat the queue is initially
emptyandconsiderthat the aggregyaterate of the two flows is
C att = 0. Denotet; andt;, astherespectre timeswhenthe
TCP-LP and TCP cross-tréfic flow determire that the quete
is congested.For TCP-LP this time is given by the solution
to

t1
0Q = /0 (C + (aq/rtty + apfrity)t — C)dt, 3

_ 2Q0 -, _
so that t; = ST TR Similarly, ¢, =
\ /W. In the Equation (3), theterm C'+ (a; /rtt; +

ap/rtty)t dendesinstantaneos arrival rate of the two flows
attimet, while theterm—C' denoteservicerate.For the TCP-
LP flow to decraseits ratebefore the crosstraffic experiences
paclet loss, it is necessanthat ¢t; + rtt; < t,, which is

equivalentto rtt; < \/ zrae—r (1 — V0).

To interpret this result, consicer that o /rtt; = nap /rtty,.
For o = ay, this meansthat the TCP-LP flow’s roundtrip
time is n timeslarger thanthe competing TCP flow’s round-
trip. In this case,the abore conditionis equivalentto

2Q(1 — V)2

ap
1) <
n(n+1) alrtty

(4)

Inequality (4) givesan upper bourd on n asa function of
the crosstraffic’s rourd-trip time rtt,, the quete size @ (in
paclets) and the delay threshdd 4. To interpeet this result,
considera typicd quete size of Q = 2.5Crtt;, andincrease
paranetersa; = a;, = 1 paclet/RTT. With the appoximation
thatn(n + 1) ~ n?, we have thatn < v/5C(1 — V/9).

Figure 6 depcts the relationshipbetweenthe ratios of the
rourd-trip times n. and the delay threshdd § for capady
C = 1.5Mb/s and averag paclet size of 1kB. Obsere that

4An increasein congestion window of o padetsis consideed to be equa
to anincreasein bandwidh of a padets per second

TCP-LPSs respmsivenessrapidly decreaes with increasiig
delay thresholdd. Moreover, the figure indicatesTCP-LPS
potertial to achieve TCP transpaeng. For exanple, the point
(0.4, 11.29 shaows thatwith delaythreshdd 6 = 0.4, a single
TCP-LP connetion infers congestion before the competiry
TCPincursloss,evenif the TCP-LPflow’s roundtrip time is
11 timeslarger thanthat of the TCP flow. Similar conclisions
canbedravn from Equation(4) for rtt; = rtt, andoy # ap,.
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Fig. 6. Relaionship betwea the RTT Ratio n and Thresholdd

D. Guidelines for ParameterSettings

Here,we proposeguicelinesfor setting TCP-LP’s parane-
tersgiventhat the receiptof a single packet whosesmoothe
oneway delayis greaterthan a prespecifiedhreshdéd senes
asan early notification of congestionto a TCP-LP flow.

1) Delay Smooting ~: First, we consider the delay
smootling parametery of Equation (1). With large varigions
in network delay due to bursty crosstraffic, smoothingone-
way paclet delays is essentialfor preventing false early
congestion indicatins. On the other hand smoothirg over
excessvely long time intervals (correspondig to small vales
for ) can substantiallydegrade TCP-LP5s ability to detect
congestionin its early stages.To balancethesetwo require-
ments, TCP-LP usessmoothimy paranetery = 1/8, the value
typically usedfor compuing the smootted rourd-trip time for
TCR

2) Delay Threshold é: Next, we consider the early-
congestion-indcation delay thresholdé of Equation(2). The
exanple from Figure 6 illustrates the adwartagesof small
valuesfor the threshtd 6 as TCP-LPS respmsivenessde-
creaseswhen § increasesHowever, the use of very small
threshdds can substantiallydegrade TCP-LPs throughptt in
realistic scenarios.This is becase even very small (and
frequent) burstsof cross-tréfic cancausequeueig delayson
a bottlene& link. TCP-LP senseghesedelaysfrom the edge,
andif it usessmallthreshdds, frequentdelayoscillationscan
be misinterpetedas congestionindicatians, even in a lightly
loaded network. In turn, false early congestion indicaions
would causea TCP-LP flow to unrecessarilydeceaseits
sendingrate.

Thus, é mustbe setto balarce increaed pratocol respon
sivenesswith avoiding false early congestionindicatiors. To
obtainthe smallestvalueof § capableof avoiding falseindica-
tions, we devise the following expeaimentwith reversetraffic.
We conside a single TCP-LP flow in a single-bdtleneck
scenari¢ where different numters of longdived FTP/TCP
flows operatein the reverse direction as depictedin Figure



Fig. 7. Scenaio with Reverse ACK Traffic

7. Thus, the ACK paclets of the TCP flow form a cross-
traffic stream that multiplexes with TCP-LPs data traffic.
The objectve is to set the thresh¢d § suchthat TCP-LPS
throughpu does not degradein the presenceof this refererce
ACK stream.

Figure 8 depictsTCP-LPs normalizel throughput for dif-
ferentvaluesof the threshéd parameted. Obsene that even
this low bit-rate cross-trafic refererce stream,which consists
solely of ACK paclets, can degrace TCP-LPs throughpu
substantiallyif the threshdd is settoo low. For exanple, as
depictedin Figure 8, TCP-LPSs throuchput can drop to as
low as 10% of the link bandvidth if the threslold ¢ is setto
0.01 However, the figure also indicatesthat the throughpu
improveswith increaing §, sincefor larger valuesof § TCP-
LP becones non-sesitive to pure ACK bursts.
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Fig. 8. Throughputvs. Thresholdd

Thus, while necessarilynot compehensie, we find that
settingthethreshdd ¢ to thevalueof 0.15is ableto accurately
decouyle the influerce of ACK cross-trafic streamdrom data
cross-trafic streams.In other words, while being robust in
utilizing available bandvidth in the presege of pure ACK
streams,TCP-LPretainsits resposive natue in the presege
of puredataor aggreation of dataand ACK streams>

3) Infererce Time-out itt: Finally, a similar trade-
off between congestion-respnsiveress and throughpu-
aggresivenessholds for the inferencetime-outtimer parame-
ter. With a longerinferencetime-ou timer, TCP-LP becanes
more resposive to congestionwheres a smaller infererce
time-ou timer causesTCP-LP to switch soonerto the more
aggressive additive-increasephase.To compiomise between
the two, we setitt to three rourd-trip times, therebygiving
enowgh spacefor a TCP-LP flow to rapidly decrase its
window sizein perials of persistenttongestion, while at the

5Numerousaddiional simulations (not shawvn) including scenaios with
hundred of flows, heteogen@us link capadies and multiple bottlenecks
corrobaatethat this valuerepresatsa high performancecompromisebetwee
TCP-LP5 responsienessand ability to prevent false congesibn indications.

sametime allowing TCP-LPto prabethe network aggressidy
enough.

IV. SIMULATION PRELIMINARIES

In this section,we describeTCL-LP/ECN, a bencimark
algoithm that usesnetwork ECN insteadof end-mint delay
threshdds to infer congestion. This providesmeango evaluate
the early-cangestioninferene aspectof TCP-LP separately
from its congestion-cotrol policy. We also presentthe base-
line simulationscenarioand descrile the “squarewave” and
web-like backgpbundtraffic patterrs.

A. TCP-LP/ECNBendmark Algorithm

Here,we describeTCP-LP/ECN,a variantof TCP-LP that
usesECN for detectingcongestiorinsteadof oneway paclet
delays.(Recallthatoneof our basicdesigngoalsis to develop
an endpoint pratocol that is able to operae without any
suppot from the network.)

We simulate TCP-LP/ECNby modifying the implemena-
tion of RED [12] in ns-2asfollows. First, we setthe minimum
andthe maximun RED threstoldsto the valueof 6@ paclets.
Second we configue the RED gatavaysto setthe ECN bit
in the TCP-LP paclet headerwhen the averag quele size
exceals §() asanearlyindicdion of congestion.On the other
hand pacletsbelondng to TCP flows are neithermarked nor
droppedwhen the queuesize exceed §Q, and TCP paclets
aredroppedonly whenthe queueoverflows. In this way, TCP-
LP/ECN emulatesthe distributed TCP-LP pratocol with the
former using router quele measuementsand the latter using
endpoint delay measurerents.

B. Topolay and Badkground Traffic

As a baselinetopolayy, we considermary flows sharinga
singlecongestedlink asshavn in Figure 9. The bandvidth of
this link is either 1.5Mb/s or 10Mb/s andit haspropagatia
delay 20ms. The accesslinks have capacity 100Mb/s and
delay 2ms. The quele size is set to 2.5 times the delay-
bandvidth product. For each data point, we perfom 50
simulationrunsandrepot averags. Eachsimulationrun lasts
10 sec.Our ns-2 implementation of TCP-LP is derived by
modfying TCP/Reno.
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Fig. 9. Single BottleneckSimulaion Scenam

To explore thedynamicsof TCP-LP we useon-df corstant-
rateflows with equalon andoff times,giving periadic “squase-
wave” patternsof available bandvidth as in refererce [13].
While notrepresetative of actualtraffic patternsthis scenario
is motivated by the needto systematicallyexplore TCP-
LP’s ability to utilize the excessbandwidh andto study its



transpaeng andfairnessproperties.In theseexperimentsthe
available bardwidth alternatesdetweenthe full link capadgy
of 10Mb/s and 3.3Mb/s whenthe periaic sourceis idle and
active respectiely. The periodof oscillationsis changd from
oneto 100 round-trip times, i.e., from 50ms to 50sec.

Next, to explore TCP-LPs behaior with web traffic, we
adopt the model developed in [14]. In this model, clients
initiate sessiongrom randanly chosenweb siteswith several
web pagesdownloadedfrom eachsite. Each page contains
several objects, each of which requres a TCP conrection
for delivery (i.e., HTTP 1.0). The interpage andinterolject
time distributions are exponential with mears of onesecand
onemsec,respectiely. Eachpageconsistsof ten objectsand
the objectsizeis distributedaccordimy to a Paretodistribution
with shapeparaneter 1.2.

V. EXPERIMENTAL RESULTS

We now usesimulationto evaluatethe perfamanceof TCP-
LP in a variety of scenaris. Our goal is to explore TCP-LPs
behaior in both artificial andrealistic network ervironmens.
We evaluate TCP-LP%s impact on both the throwghpu and
delay charateristics of compeing cross-trffic. Moreover,
we explore TCP-LPS ability to utilize the excess network
bandvidth andto achieve fairnessamorg competing TCP-LP
flows.

A. FTP and Reverse Badkground Traffic

We first considersimultaneas FTP downloads,whereone
flow usesTCP-LP and the other usesTCP. Our objectves
are to examne to what extent TCP-LP can utilize excess
bandvidth in the presere of greeq longdived TCP traffic,
andto investigae the extert to which TCP-LP flows perturb
TCP traffic. In addition to this scenarigp we also measurehe
throughpt in simulationswithout TCP-LP consistingof one
and two TCP flows. The resultsare summarizedn the first
row of Tablel. In this scenarig thereis no excesscapady
availablefor TCP-LR and TCP-LP slightly pertubs the TCP
flows andreceves a throughput of 2.7% of the link capadgy
for both TCP-LPand TCP-LP/ECN.

With ten FTP/TCPflows in the reverse directian, the ACKs
of the forwarddirecticn TCP flows are delayedtherely in-
creasingheir rourd-trip time andACK lossesanddecreasing
their throughput. Thus, excesscapacity is indeed available
for TCP-LP flows. In particular the secondrow of Table |
illustratesthat the throudhput of the (forward) TCP flow in
this caseis 49.7%. With the presene of a TCP-LP flow,
the TCP flow's throughpu is only mamginally redwced to
49.3, indicating that TCP-LP achieves nearly perfect TCP
transpaeng/ while achievzing 7.3% throuchput.

FigurelOdepictsthetempaal dynamicsof this scenaricand
illustratesthat TCP’s congestionwindow widely oscillatesin
the rangebetweenzero and 30 paclets. The window of the
TCP-LPflow, alsodepictel, is ableto track TCP’s oscillation
and increasesits own window size when TCP’'s window
decreasesndvia earlycongestiorinference, TCP-LPquickly
backsoff whenthe TCP flow rampsup its window size. By
the time the TCP flow’s window reachedts maximun of 30
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Fig. 10. TCP and TCP-LPs Congestion Window

paclets, TCP-LPis in theinfererce phasewaiting for the next
opportunity to utilize excess bandvidth.

B. Square-waveBadgrourd Traffic

Next, we explore TCP-LPS performarce in the presene of
squarewave baclgrourd traffic asdescribedn SectionlV-B.

1) Squae Wave Period: Our first experiments investigde
TCP-LPS5 ability to utilize excessbandvidth remairing from
periadic on-off flows that transmit at constantrate when
“on”. Figure 11 depictsthe bandvidth utilized by TCR, TCP-
LP and TCP-LP/ECN, normdized to 6.6Mb/s, the averag
excesshandvidth left unusedby the square-vave backgourd
traffic. For compaison, we alsodepictthe nomalizedaverag
available bandvidth curve.
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Fig. 11. Utili zed Available Bandwidth vs. SquareWave Period

Obsene that all three curwes in Figure 11 have similar
shapeandall threeprotacols utilize appraximately only 50%
of the available bandvidth when the squarewave periad is
too small(e.g.,0.2 seconds)Surprisindy, in this regime, both
TCP-LP and TCP-LP/ECNutilize more available bandwidh
than TCP. This is due to the early congestionindicatian
and respomsive congestion avoidarce policy of the TCP-LP
pratocol, whichis ableto deferaccesso thecross-trafic bursts
(from 0 to 2/3 C in this case)while avoiding enterirg the
exponential-ackoff phase.

2) Aggregation Level: Next, we explore the impad of the
nunber of flows undera fixed squarewave periodof 6.4 sec.
Figure 12 illustrates that with higher levels of aggegatin
consistingof even 5 flows, TCP flows quicky overcomethe
performane problem of Figure 11. On the other hand for
TCP-LP utilization increasesmore slowly with aggegatian
level, as with a small nunber of flows, TCP-LP is not able
to develop large congestion windows becauseit sensesthe
existence of other competing TCP-LP flows and decreaes



TABLE |
NORMALIZED THROUGHPUT (%)

scenario | TCP | TCPvs. TCP-LP | TCPvs. TCP-LP/ECN]| TCPvs. TCP |
no reverse TCP traffic | 100 | 968 vs. 2.7 96.8vs. 2.7 50vs. 50
reverse TCP traffic 49.7 | 493 vs. 7.3 49.1vs. 8 32vs.32

its window accordngly. However, TCP-LP overcomesthis
prodem with a larger number of multiplexed flows.
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Fig. 12. Utilized Available Bandwidth vs. Numberof Flows

3) Fairness: Herewe studyfairnessamongTCP-LP flows
using Jains fairnessindex [15]. The index, always between
0 and 1, is 1 if all flow throuchputs are the same. Our
expeaimentsincludetenflows of the sametype (TCR, TCP-LP
or TCP-LP/ECN)that compete with the samenon+esponsie
squarewave backgound traffic.
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Fig. 13. FairnessIndex vs. SquareWave Periad

Figure 13 depictsthe fairnessindexesof threepratocolsfor
different periods of squarewave oscillations. First, obsene
that for both TCP and TCP-LP/ECN,the fairness index is
apprximately equal to 1 for all periods. However, TCP-
LP’s fairnessindex is slightly belonv one for time scalesof
up to 400ms. Examiring the traces,we conclucgk that this
originates from inaccuate estimatesof the minimum and
maximun delays. In most cases,one TCP-LP flow over
estimatesthe minimum delay value d,,,;, due to wide and
frequentoscillationsof the baclgrourd traffic. For this reason
it sendsmorethanits fair shareand the fairnessindex drops
slightly. However, asthe oscillationperiodincreasesall flows
useperiads of low cross-tréfic rateto accuratly estimatethe
minimum one-vay delay

C. HTTP Badgound Traffic

Here, we explore TCP-LPs behaior in an ervironmen
domiratedby web-like transaction in the scenariodescribed
in SectionlV-B.

We run four expaimentsfor the topolagy of Figure9 with
alink capacityof 1.5Mb/s. In additionto web traffic between
noceszeroandone,thereis one FTP connectio thatoperates
in the samedirection as the web-taffic. This comectionis
a longdived bulk transferandis a candidte for low-priority
service In thefirst threeexpeaiments,the FTP conne&tion uses
TCP-LR TCP-LP/ECN,and TCP. Finally, to measureweb-
traffic respmsetimeswithout any cross-trafic, we perfam a
fourth experimentin which no FTP traffic is generatedFor
the web transactios, we measureand averag the response
timesfor differentsizedobjects.

1) Impacton HTTP ResporeTimes: To explore TCP-LP%s
impacton web traffic, we compre HTTP file retrieval times
with and without backgourd TCP-LP bulk transfers.Figure
14 depictsthe averageddiffererce betweenthe two transfer
times. For exampe, when TCP-LP is usedfor a longdived
file transfer the meanretrieval time for a 10kB web-file is
0.49sec.Ontheotherhand thisretrieval timeis 0.43secwhen
thereis no TCP-LP file transfer hencethe point (10, 0.0
in the figure. Theseexpeiments illustrate the non-irtrusive
aspectof TCP as the long-lived TCP-LP bulk transferflow
only slightly increasesthe meanweb-trafic respomse time,
with increasingtranspagng/ achieved with larger HTTP file
sizes.
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Fig. 14. Resp.Time Diff. (sec.)vs. File Size (kB) for HTTP Traffic

2) Impactof High vs.Low Priority Bulk Transfer: We next
shaw thatif the bulk transferflow usesTCP rathe thanTCP-
LP, then the web responsedimes are significantly degraded.
Figure 15 depictsweb-file responsdimes nomalized by the
resposetimesobtainedvhenthe backgoundfile transferuses
TCPR Becauseof this normalizaion, the curve labeled“TCP”
in Figure 15 is a straightline with a value of one.

Obsere that useof TCP-LP for bulk datatransferreduces
the web traffic responsetimes by appraimately 80% com-
paredto TCP bulk transfer TCP-LP5 rediction in response
time for web traffic occus becausewithou it, the TCP bulk-
transferdemand its fair shareof network bardwidth when
competing with web-trafic. On the other hand the bulk-
transferflow itself utilizes 61% of the bandvidth when TCP



TCP
TCP- LP/ECN

1 noFT P [ramc

Resp. Time(X)/Time(TCP)

HTTP Traffic Resp. Time (norm.)

. .
100 1000 10000
File Size (pkts) of HTTP Traffic

Fig. 15. Norm. Resp.Time vs. File Size (kB) for HTTP Traffic

is used,only 10% more than when TCP-LP is used. This
result emphaizesthe berefits of low prioritization of bulk
datatransfes over web-trdfic, which TCP-LP achieves in a
distributed manrer.

D. Multiple Bottlereds

We next consider a more realistic multiple bottleneck
scenariousing the topologes of Figures 16 and 19. In all
expeariments,links 0-1, 1-2 and2-3 have capady of 1.5Mb/s,
while all the othershave capacityof 100Mb/s.

server pool(2) server pool(3)

o @1 e %W 0

N

6&6&6& '

client pool(1) client pool(2) client pool(3)
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Fig. 16. First Topology for Multi ple Bottleneds

1) RTT Heteogeneity: To study TCP-LP whenits round-
trip time increasesomparedto rourd-trip timesof competing
HTTP flows, we considerthe scenarioin which the bulk file-
transferflow traverseamultiple bottleneck asshowvn in Figure
16. There are three sener and client pools, eachof which
geneatescross-trific on different bottlenek links.
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Fig. 17. Resp.Time Diff. (sec.)vs. File Size (kB) for HTTP Traffic
Figure 17 depictsthe averageddifferencebetweenHTTP
file responsdimes with andwithout the presenceof a bulk-
transferTCP-LPflow. Obsenre thatdespitehaving aroundtrip
time threetimesaslarge, TCP-LPretainsits nonintrusiveness
to the HTTP/TCP flows. This confirns the moceling result
from Sectionlll -C, which statesthat TCP-LP flows are non-
intrusive to TCP flows even if their rourd-trip timesaremuch

larger. Also, we do not obseve ary substantialdifference
betweenTCP-LP and TCP-LP/ECN,except that TCP-LP is
slightly more respmsive.

2) Impactof High vs. Low Priority Bulk Transfer: Figure
18 depictsthe responsdimes for different sizedobjectsfrom
all three pools nomalized by the responsetimes obtainel
whenbaclgrourd FTP transferusesTCP. We obsere thatthe
benefitof prioritization obsered in the single bottlereck sce-
nario still holdsin this multiple-tottleneckscenario althoudn
lessprormouncel. Thedifferenceis because¢helonglived TCP
flow is now lessintrusive to webtraffic dueto its larger round-
trip time.
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Fig. 18. Norm. Resp.Time vs. File Size (kB) for HTTP Traffic

3) Multi-hop Web Traffic: Next, we conside the scenario
in which web traffic traversesmultiple hops and three FTP
conrectionseachtraversea single hop as depictedin Figure
19. Thus,the FTP flows in this scenarigplay the role of “f ast
elephats”, a term for long-lived flows with short rourd-trip

client pool

times[16].
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Fig. 19. SecondTopology for Multiple Bottlenecls

server pool

Figure 20 depictsthe averageddifferencebetweenweb file
resposetimeswith andwithout the threeTCP-LPbulk trans-
fers. In this scenariothe small TCP-LP rourd-trip time only
improve its resposivenessandnon-intrusivenessto competiry
web-taffic suchthatit becoms fully transpaentto TCP. For
exanple, the meanrespmsetime for the 10kB file is 0.98sec,
while it is 0.74secin the idealizedscenariowhen there are
no FTP downloads in the system.This is revealed as the
poirt (10, 0.24) for TCP-LP in Figure 20. Obsenre that the
absolutedifference in responsetimes increasesthree times
in this scenariowhen commaredto the single-nale scenario
simply becasethe HTTP traffic now traverseghreecongested
hops. However, the per-noce impactof the bulk-trarsfer TCP-
LP flows is apprximately left unchaged.

Finally, for compaison, we again explore the systembe-
havior when TCP is usedfor bulk datatransfes. Figure 21
depictsthe normdized resposetimesfor HTTP file retrievals.
Thefigure indicatesthat“f astTCP elephants’severely impece
the perfamanceof web traffic that traversesmultiple hops.
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For exanple, in this scenariothe averageresponsdime for a
10kB file from the HTTP traffic streamis 1427sec.

This poor performane is becase mary web-taffic flows
experienceloss of their first packet which requieswaiting for
adefaulttime-autintenal of 3secbefore resenthg. Accordng
to ourresults, eachTCPflow from theweb streamexperiences
four to five suchtimeou intervds on averag. On the other
hand theresultsfrom Figure 21 indicatethat simpletwo-class
prioritization achiezed by TCP-LP can successfullyprovide
a desirale systembehaior. While TCP-LP attains52% of
the bandwdth (10% lessthan TCP), it improves web-trafic
respose times by more than 90%.

e 14 .
Sa TCP ——
£0 12} TCP-LP/ECN -~
ok TCP-LP
EE 1 mo FTP traffic
%; 0.8
X
&% 06|
oE
BE 04r
Eg 0.2 e
E 0 i i T
T 1 10 100 1000 10000
File Size (pkts) of HTTP Traffic
Fig. 21. Norm. Resp.Time vs. File Size (kB) for HTTP Traffic

V1. RELATED WORK

While no pratocolsothe thanTCP-LPprovide anendpoint
realizationof a low priority service,there are relatedefforts
in several areas.First, one of the key TCP-LP mechaisms
is the useof paclet delay measuremntsfor early congestion
indicatiors. Jain’s delaybasedcongestionavoidarce protocd
[15], Wangetal!s TCP/Dual[17], Brakmoet al.s TCP/\egas
[18] all use delay-lasedcongestion contiol in an effort to
increaseT CP throughput dueto a reducel numter of paclet
lossesandtimeouts,andarediwcedlevel of congestionover the
path.In contast, TCP-LP usesone-waydelay measuremnts
vs. rourd-trip delays.Moreover, the key differencebetween
TCP-LP and RTT-basedcongestion contiol protocds is in
their primary objective. While the formeraim to achieve fair-
shae rate allocations, TCP-LP aims to utilize only excess
bandvidth. In this context, we alsonotethat Martin etal. [19]
suggesthatRT T-basedcongestionavoidarceis problematicto
incrementally deploy in the Interret dueto degradedthrough-
put as commredto TCP/Renoflows. Obsere that TCP-LP
doesnot suffer from this prodem againdue to its differernt
objectve: TCP-LPtamgetsthe excess-cagcity ratevs. thefair-
sharerate.

Second TCP-LP usesearly congestion indication (earlier
than TCP) asa basisfor achieving classdifferentiation.Clark
andFeng[2] proposedRIO (RED with In and Out) in which
routers apply differentmarkingdropping functions for differ-
ent classeof flows, therely providing servicedifferentiation.
While similar in philosofy to TCP-LR TCP-LP develops
an endpoint realization of early congestion indication for
the purpcse of low-priority transfer Consequetly, TCP-LP
is applicalte over routas and switchesthat provide no active
guetle manag@mentor servicedifferentiation.

Next, TCP-LP relatesto adaptve bardwidth allocation
schemeghat aim to minimize file-transmissiontimes using
file-size-basedervicedifferertiation. Guo andMatta [20] use
RIO in core routes and a paclet classifier at the edgeto
distingush betweenlong- and short-lved TCP flows. Yang
andde Veciang21] develop TCP/SARenan whichthe AIMD
paraneters dynamically dependon the remainingfile size.
While TCP-LP also substantiallyimproves file-transmission
timesin the best-efort class,the key differencebetweenT CP-
LP andtheabove schemess thatit providesstrict low-priority
service,indeenden of the file size.

Finally, as TCP-LP tamgds transmitting at the rate of
available bardwidth, it is relatedto cross-trafic estimation
algoithms which attemptto infer the available bandwidh
via proling (seerefererte [6] for a thoraugh review of such
algoithms).For exanple, Ribeiroetal. [4] andAlouf etal. [5]
provide algorithms for estimationof parameers of competirgy
cross-trafic under multifractal and Poissonmodelsof cross
traffic. In contrast,TCP-LPprovidesanadaptve estimationof
availablebandwidh by contirually moritoring one-way delays
and dynanically tracking the excesscapacity Similarly, Jain
andDovrolis [6] develop pathloal, a delay-tasedrate-adptive
probing schemefor estimatingavailable bardwidth. The key
difference betweenpathoad and TCP-LP is that the latter
aimsto utilize the available bandvidth, while the former only
estimatest.

VIlI. CONCLUSIONS

This paper presentd’ CP-LR a pratocol desigredto achieve
low-priority service (as compaed to the existing best-efort
class) from the network endpdnts. TCP-LP allows low-
priority applicatiors such as bulk data transfer to utilize
excessbandvidth without significantly pertubing nonTCP-
LP flows. TCP-LP is realizedas a senderside modification
of the TCP congestion contrd praocol and requiles no
functionality from the network routersnor ary other protccol
changs. We perfamed an extensive set of ns-2 simulations
and shawved that 1) TCP-LP is largely nonrintrusive to TCP
traffic while at the sametime, TCP-LPflows cansuccessfully
utilize a large portion of the excess network bandvidth. 2)
In practice, significant excesscapacityis available even in
the presenceof “greed/” longlived FTP/TCP flows due to
factors such as ACK delays from reverse traffic. 3) Com-
peting TCP-LP flows sharethe excessbandvidth fairly. 4)
File transfertimes of best-efort web traffic are significantly
redwcedwhenlong-livedbulk datatransfes useTCP-LPrather
than TCP A linux implemettation of TCP-LPis available at



http://wwwecerice.edu/networks/TCP-LAn future work, we
plan to validate the above findings using expeimentsin a
contrdled network testbedaswell ason the Internd.
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