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Abstract

Previous approaches to supporting video on packet-switched networks include deterministic service, sta-

tistical service, predicted service, and feedback-based schemes. These schemes represent di�erent tradeo�s

in quality of service (QOS), achievable network utilization, and method of dealing with overload. In this

paper, we propose a new service called REnegotiated Deterministic Variable Bit Rate Service (RED-VBR)

that attempts to strike an e�cient balance with the above tradeo�s. The approach is based on deterministic

guarantees with client controlled renegotiation of tra�c and QOS parameters and graceful adaptation during

overload periods. We introduce a connection admission control algorithm for RED-VBR which bounds the

renegotiation failure probability. We evaluate the scheme using two traces of MPEG-compressed video and

show that, even with simple renegotiation polices and relatively low renegotiation frequencies, high network

utilization in the range of 50% to 80% can be achieved. For tra�c that is bursty over long intervals, this

represents a 100% to 150% improvement in network utilization compared to deterministic service. Compared

to statistical and predicted service, our approach allows more graceful and client-controlled QOS degradation

during overload periods.

1 Introduction and Motivation

Future integrated services networks will have to support applications with diverse tra�c characteristics and

performance requirements. There are three important types of tra�c for future integrated services networks:

constant bit rate or CBR tra�c, delay-sensitive variable bit rate or VBR tra�c, and best-e�ort tra�c. Among

these, delay-sensitive VBR tra�c poses a unique challenge. While resource reservation schemes work best for

CBR tra�c, and there are many congestion control algorithms based on feedback and re-transmission for best-

e�ort tra�c, there is no consensus on which strategy should be used for VBR tra�c, in particular, compressed

video. This is due mainly to two conicting design goals: good quality of service and high network utilization.

Achieving both goals with bursty tra�c is fundamentally di�cult. Since a bursty source may generate

various amounts of data during di�erent time periods, the aggregate amount of tra�c generated by many

sources sharing the same network resources also varies over time. When the amount of aggregate incoming

tra�c is greater than the outgoing link speed, packets have to be bu�ered. If the situation persists, packets will

be dropped due to bu�er overows, which will in turn cause the application's quality of service (QOS) to su�er.

This problem is compounded by the nature of VBR video tra�c: depending on the underlying information

content of the video stream, bursts of high rate can persist for time scales on the order of many seconds over

the duration of an entire complex, high-motion scene. Bursts of this time scale cannot be absorbed by network

bu�ers or smoothed at the source because of the excessive delay that this would introduce and the excessive

bu�er sizes that it would require.

Thus, the fundamental problem is that when bursts from many sources collide inside the network, if the rate

of the aggregated tra�c is greater than the link speed and the situation persists for a certain period, the QOS

of some or all connections will su�er. Various solutions have been proposed to address the problem, and they

represent di�erent ways of dealing with the tradeo� between QOS and network utilization. Previous solutions

can be classi�ed according to the following four categories: deterministic service with worst-case resource
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allocation [4, 10, 21, 22], statistical service with probabilistic allocation [8, 9, 16, 19, 23, 33], predicted service

with observation-based admission control [6, 17], and feedback based scheme with no resource reservation

[13, 18].

Previously proposed solutions for deterministic service eliminate the occurrence of overload situations by

reserving resources according to a worst-case scenario. For example, in [22] a source is characterized by

bounding rates over multiple interval lengths via the Deterministic Bounding Interval-Dependent (D-BIND)

tra�c model. While such an approach provides the best QOS, it does so at the expense of having low network

utilization when tra�c sources are very bursty, e.g., if their bounding rates decrease slowly with increasing

interval length. In various ways, the other three approaches trade a higher network utilization for a potential

degradation of QOS. However, they all su�er from some limitations. Statistical and predicted services try

to control the frequency of the overload situation by exploiting statistical multiplexing (respectively using

knowledge of source statistics and queue measurements). However, the overload situation may still happen,

and at unexpected times. Additionally, during the overload period, QOS is likely to su�er signi�cantly for all

connections in an uncontrolled and di�cult-to-predict way. As well, the QOS may drop signi�cantly due to

consecutive packet losses. This last problem is exacerbated for VBR video since VBR video may have very

long burst lengths, on the order of scene lengths, possibly causing a persistent degradation in service when the

bursts do collide. Feedback schemes with no reservations try to adapt and react to overload situations by using

network congestion signals to reduce the rates of sources. Such schemes have the advantage that they can

gracefully degrade QOS during an overload situation by exploring an important property of the compressed

video: most of video compression algorithms have a quality control parameter that, when tuned, will output

compressed video at di�erent rates and qualities. The drawback of a feedback-based scheme is that, without

some round robin type of scheduler at the switch, it won't work unless all sources cooperate. Even with switch

support, it still has the fundamental problem that it is impossible to provide di�erent types of QOS to di�erent

applications.

In this paper, we study a new approach to support VBR video called REnegotiated Deterministic Variable

Bit Rate or RED-VBR service. We utilize two important properties of compressed video. First, compressed

video tra�c usually exhibits burstiness over multiple time-scales [12, 24, 27]. At least two levels of burstiness

are important for a resource allocation algorithm: burstiness on a shorter time scale due to the coding algorithm

and small-time-scale variations in picture information content, and burstiness on a longer time scale due to

scene changes. Correspondingly, resource allocation algorithms should have mechanisms at di�erent time-

scales to achieve a high statistical multiplexing gain. Second, most of the video compression algorithms have

some type of quality control factor (Q-factor) [11, 29]. By tuning this factor, a video source can tradeo� its

bit rate for perceptual quality.

With RED-VBR, a source speci�es its tra�c using the recently proposed D-BIND tra�c model [22], which

captures the property that VBR video has di�erent bounding rates over di�erent interval lengths, and addresses

short-term burstiness of the tra�c streams. To address long-term burstiness, the application renegotiates its

tra�c parameters and QOS with the network when there is a signi�cant change of long term tra�c rate.

Such a renegotiation scheme is possible for two reasons: (1) since renegotiations need to happen only when the

tra�c rate changes over long term, such renegotiation is not very frequent; (2) even if the renegotiation request

for more resources cannot be satis�ed, the application can adjust the Q-factor of its compression algorithm,

and gracefully degrade its QOS based on the currently available resources.

While traditional reservation-less approaches do statistical multiplexing at the packet level (packets may

be dropped), and traditional reservation-based service can be viewed as doing statistical multiplexing at the

connection level (connection requests may be denied), our approach can be seen as doing statistical multiplexing

at the segment level | resources are reserved on a per segment basis and reservation requests for a segment

may be denied when the network is overloaded. An important feature of such an approach is that each

individual application determines for itself the tradeo� between QOS and price-of-service by de�ning its own

segmenting algorithm. The approach is statistical in that a renegotiation request for more network resources

can be denied. However, compared to statistical service and predicted service, we avoid the uncontrollable

and unpredictable packet drop behavior and the extended drop periods by introducing graceful degradation

during overload situations.

Since the RED-VBR renegotiation scheme should be viewed as providing a statistical performance guar-

antee at the segment level rather than at the packet or connection level, we provide a new admission control

scheme that can be used to determine the segment-level blocking probability. That is, given an arbitrary

set of heterogeneous connections, we determine the probability that a connection's attempt to renegotiate

for additional network resources will be denied or blocked by the network. A new connection is admitted

only if all existing connections and the new connection will receive their required delay bounds and blocking

probabilities.

The recent work on RCBR [14, 15], published in parallel with RED-VBR [34], is closely related to our
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RED-VBR service. While RCBR also proposes a renegotiated service to support VBR video, a di�erence is

that RED-VBR builds the renegotiation service on top of a deterministic variable bit rate (D-VBR) service

with the D-BIND tra�c model, while RCBR build the renegotiation service on top of a constant bit rate

(CBR) service. Since it explicitly models tra�c burstiness, a D-VBR is a more e�cient base service, i.e.,

it can achieve a higher network utilization than a CBR service for the same level of QOS. Consequently, a

RED-VBR will require fewer renegotiations than RCBR for the same level of resource utilization. On the

other hand, a CBR service is easier to implement than a D-VBR service. In another related work, the idea of

using renegotiated service to support VBR video was independently proposed by Chong et. al. [5]. The focus

of Chong's work is on renegotiation policies for live sources.

The remainder of this paper is organized as follows. In Section 2, we review a deterministic VBR service,

which is the foundation for RED-VBR. Next, in Section 3, we outline the new RED-VBR service and discuss

the implications of the introduction of the new control time-scale. We describe an admission control algorithm

for RED-VBR in Section 4, and present renegotiation algorithms in Section 5. Finally, in Section 6, we

empirically evaluate the RED-VBR scheme using traces of MPEG-compressed video.

2 Deterministic Variable Bit Rate Service

While the conventional wisdom has been that a deterministic service requires peak rate allocation and thus

achieves the same network utilization as a CBR service, we will show in this section that this is not necessarily

the case. A deterministic service will ensure that no packets are dropped or delayed beyond their reserved

delay-bound, even in the worst case. However, for sources such as MPEG-compressed video, the largest local

rate-variation is due to the alternation of inter-frame coded frames with intra-frame coded frames. That is, a

larger intra-frame coded I-frame is immediately followed by a smaller inter-frame coded B-frame so that the

micro-level burst does not persist for very long, even in the worst case. In order to characterize the property

that VBR video has di�erent bounding rates over di�erent interval lengths, we use the Deterministic Bounding

Interval-Dependent (D-BIND) tra�c model which utilizes such properties in the connection admission control

algorithm. With the D-BIND model, a Deterministic Variable Bit Rate or D-VBR service can achieve a

considerably higher network utilization compared to a peak-rate-allocation scheme.

2.1 The Deterministic-BIND Model

As shown in [22], previous deterministic tra�c models such as the (�; �) model [7] and the (Xmin; Xave; I;

Smax) model [10] cannot capture the property that sources exhibit burstiness over a wide variety of interval

lengths. The Deterministic Bounding Interval Dependent tra�c model was introduced to address this issue.

The key components of the D-BIND model are that it is bounding, required to provide deterministic QOS

guarantees, and interval-dependent, needed to capture important burstiness properties of sources which in

turn allows for a higher network utilization.

Each deterministic tra�c model uses parameters to de�ne a tra�c constraint function b(t) which constrains

or bounds the source over every interval of length t. Denoting A[t
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with b(0) = 0. Thus the rates R

k

can be viewed as an upper bound on the rate over every interval of length

I

k

so that

A[t; t+ I

k

]=I

k

� R

k

8 t > 0; k = 1; 2; � � � ; P: (2)

Figure 1 shows a plot of the D-BIND rate-interval pairs for two traces of MPEG compressed video: a

10 minute series of advertisements and a 30 minute trace of an action movie (a \James Bond" �lm). The

advertisement sequence is digitized to 160 by 120 pixels and compressed at 30 frames per second using the frame

pattern IBBPBB. The movie is digitized to 384 by 288 pixels and compressed at 24 frames per second with

pattern IBBPBBPBBPBB. Both sequences were compressed using constant-quality MPEG 1 compression

performed in software (see [11] for details of the MPEG compression algorithm). Plotting the bounding rate

R

k

vs. interval length I

k

, the �gure shows that the D-BIND model captures the sources' burstiness over

multiple interval lengths. For example, Figure 1(a) shows that for small interval lengths, R

k

approaches the
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(b) Action Movie

Figure 1: D-BIND Characterization of Advertisements and Action Movie

stream's peak rate of 2.48 Mbps, while for longer interval lengths, it approaches the long term average rate of

457 kbps, which is the total number of bits in the MPEG sequence divided by the duration of the sequence.

For the action movie, Figure 1(b) shows that this stream's rate-interval pairs decrease from the peak rate of

5.87 Mbps to its average rate of 583 kbps. The general trend of the rate-interval curves is that the bounding

rates approach the sources' peak rate for small interval lengths and the long-term average rate for longer

interval lengths. The manner in which the bounding rates decrease with interval length largely determines the

achievable utilization when multiplexing such sources. For example, when the bounding rate decreases very

slowly from the peak rate to the long-term average rate, it indicates that it will be di�cult to achieve high

utilization when multiplexing such a source, since bursts of high rate and high duration cannot be e�ectively

absorbed by network bu�ers.

Finally, we note that in practice, a small number of rate-interval pairs provides much of the utilization gain

from the D-BINDmodel. Both [21] and [22] explore this tradeo� in di�erent contexts, and these studies indicate

that, under many conditions, more rate-interval pairs do not provide a signi�cant utilization improvement.

2.2 Connection Admission Control for D-VBR
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Figure 2: Achievable Utilization for Advertisements and Action Movie

Deterministic admission control conditions rely on the delay analysis techniques of [4, 7, 25, 32]. These

works show that the delay bound provided to a connection by a server is a function of the server speed and

the tra�c constraint functions of the all the connections sharing the server. This function varies with di�erent

service disciplines. For example, if a FCFS scheduler with link speed l is serving N connections, each bounded

by its respective constraint functions b

j

(t); j = 1; � � � ; N , then an upper bound on delay for all connections is
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given by:

d =

1

l

max

t2I

k

f
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(t)� ltg: (3)

The proof starts with an expression for the work in the system at time t, W (t) = max

s�t

(

P

j

A

j

[s; t]� l(t�s))

and uses bounds on individual sources (b

j

(t) � A

j

[s; s + t] 8s; t > 0) to bound the aggregate. Delay bounds

for priority service disciplines that are more suitable for providing integrated services (e.g., Rate-Controlled

Static Priority [31]) may be expressed in a similar manner [21].

For homogeneous connections and using the D-BIND model's constraint function, Equation (3) can be

rewritten to express the maximum number of admissible connections as a function of the deterministic delay-

bound:

N(d) = maxfn j nR

k

I

k

� lt � ld; k = 1; � � � ; Pg: (4)

This number of connections then has a corresponding average utilization (that is also a function of delay

bound) and is given by:

U(d) =

N(d)R

1

l

(5)

where R

1

is the source's long-term-average rate (total number of bits transmitted divided by the connections

life-time) and l is the link speed.

Figure 2 illustrates the achievable multiplexer utilization for the aforementioned traces. Speci�cally, we

use the D-BIND characterizations of Figure 1 together with the admission control condition of Equation (4)

to calculate the maximum number of admissible connections as a function of delay bound for a link speed of

l = 45 Mbps. We then use Equation (5) to convert this result to average utilization. Figure 2 then depicts

average utilization versus deterministic delay-bound for the two video sequences. Note that increasing the

delay-bound also corresponds to a directly-proportional increase in the bu�er requirement in the multiplexer

(see, for example, [30]). Thus, points on the curve represent the maximum average multiplexer utilization that

can be achieved when multiplexing homogeneous connections so that no packets are dropped or violate their

delay bounds, even in the worst case.

In [22], it was demonstrated that video sequences such as a lecture have rapidly decreasing rate-interval

pairs, which in turn allow high network utilizations (e.g., above 60%), even for deterministic service. However,

the utilizations are not as high for sequences such as advertisements and action movies. For example, for delay

bounds below 100 msec, the advertisement sequence (Figure 2(a)) achieves an average utilization below 27%.

The reason for this limit is that in order to provide a deterministic QOS guarantee, the admission control

conditions must consider the worst-case so that, for example, the guaranteed delay bound is met even if the

worst-case bursts of all sources are exactly synchronized. Such a severe QOS constraint directly limits the

achievable network utilization.

Thus, if a source has long-duration bursts of high rate, i.e., (R

k

; I

k

) pairs that decrease slowly, it will be

di�cult to achieve high network utilization. Intuitively, since resource allocation for deterministic service is

based on an upper bound of the source, a source's tra�c speci�cation is dominated by the worst-case segment,

i.e., the segment with the highest rates over a longer interval. If the bounding rates in the worst-case segment

are signi�cantly above the long-term average rate (as for the sequences shown above), low utilization may

occur. This measure of \burstiness" is formalized in [20].

In order to achieve higher utilization for such bursty streams, some statistical multiplexing has to be

introduced. In the next section, we present an approach to support VBR video that is based on deterministic

guarantees with client-controlled renegotiation of QOS parameters and graceful degradation during overload

situations.

3 RED-VBR: REnegotiated D-VBR Service

As discussed in Section 1, there are at least two levels of burstiness of VBR video that are important for a

resource allocation algorithm: burstiness on a shorter time scale due to the coding algorithm and small-time-

scale variations in picture information content, and burstiness on a longer time scale due to scene changes.

Burstiness on shorter time scales is e�ectively taken into account with the D-BIND model and the tighter

admission control algorithms. It is burstiness on longer time scales that will result in a low network utilization

for a deterministic service.

To increase the network utilization in this case, we propose that the application renegotiates its tra�c

speci�cation and QOS with the network when its rate changes signi�cantly, where \signi�cantly" is de�ned

by the individual application. We call the video sequence between any two adjacent renegotiation points a

segment. For example, a session with duration T may have S segments f[0; t

1

); [t

1

; t

2

); � � � ; [t

S�1

; T ]g, where
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t

s

is the s

th

renegotiation point. Within each segment or between each pair of negotiating points, a D-VBR

service is provided. If a request for more resources is denied, the application will adjust the Q-factor of its

compression algorithm and lower the transmission rate, which will gracefully lower the perceptual quality of

the compressed video. Renegotiations are accomplished via the signaling mechanism such as the Dynamic

Connection Management scheme in the Tenet Protocol Suite [28] or via an ATM signaling protocol in an

ATM network. We name this scheme REnegotiated Deterministic Variable Bit Service or RED-VBR.

us. ms. sec. min.

TripService Round Renegotiation Connection LifetimePacket

Figure 3: Important Control Time Scales

RED-VBR can be better understood by considering the time-scales that are important for network control

as shown in Figure 3. Packet service disciplines at the switches operate at the timescale of a packet transmission

time by determining which packet to service next when there is more than one packet in the queue. Connection

admission control algorithms operate at the timescale of the connection life-time by deciding whether there are

enough network resources to accept a new connection. While traditional resource reservation algorithms e�ect

control at these two timescales, and feedback algorithms do control at the timescale of multiple round-trip

times, our approach introduces a new control timescale that is between the round-trip time and connection

life-time. It corresponds to the time scale over which the rate of compressed video changes signi�cantly, where

\signi�cantly" is de�ned by the individual application.

An important feature of this approach is that each individual application determines for itself the tradeo�

between QOS and price-of-service by de�ning its own segmenting algorithm. In one extreme, a video source

which does not want to compromise its QOS at any time may have only one segment for the entire sequence.

This is equivalent to the traditional deterministic service with no renegotiations. In the other extreme, a

video source that wants to minimize reserved resources may want to renegotiate very frequently. Assuming

that there is a pricing policy based on the amount of resources reserved, the �rst source will have the highest

quality but more expensive service while the second source will have a cheaper service with the risk that it

may have to degrade its QOS during periods of network overload if a renegotiation fails. If most applications

are willing to pay for a more expensive service for better quality, the network may operate at a relatively

low utilization. Alternatively, if most applications prefer a cheaper service but are willing to risk that they

may have to gracefully degrade their QOS, the network will be able to operate at a relatively high utilization.

In contrast, a deterministic service allows only the most expensive service with the best QOS. Additionally,

the network will have a cost associated with a renegotiation that reects the additional load on the network's

signaling components. This cost can also be included in the price-of-service that may also a�ect an applications

tradeo� between price and quality-of-service.

Thus, the approach provides a statistical service on the level of user-de�ned segments in that it is possible

that at a transition from a low-bit-rate to a high-bit-rate video segment, the renegotiation request for more

network resources will fail. However, unlike traditional statistical service, this approach gives a higher level

of control to individual users and avoids uncontrollable packet drop behavior and extended drop periods by

using a deterministic VBR service as its foundation.

To make the service practical, a number of issues need to be addressed. First, even though applications can

gracefully adapt to overloading situations, it is still desirable to control the frequency of overloading. While

overloading in a datagram network means that packets are dropped due to bu�er overow, in a RED-VBR

service, it refers to the situation that a renegotiation request for more resources is rejected. To bound this

blocking or renegotiation failure probability, we propose an admission control algorithm in Section 4 that

calculates Probfblockg at each connection establishment time, and accepts the new connection only when this

probability is below a certain threshold.

A second issue relates to the renegotiation policy. That is: (a) when should a source renegotiate, or what

is its segmenting algorithm? and (b) how can a source derive its D-BIND parameters for each segment before

each renegotiation? Figure 4 shows how compressed video transmission can be classi�ed according to whether

the tra�c is known in advance and whether the transmission is delay-sensitive. The degree of di�culty in

solving the above problems varies according to which categories an application belongs to. For applications

with tra�c known in advance, these problems can be solved by o�-line algorithms. We describe a a heuristic

6



not delay-sensitive

traffic unknown in advancetraffic known in advance

video playback live video recording

interactive video browsingdelay-sensitive video conferencing

Figure 4: Classi�cation of Video Transmission

o�-line algorithm in Section 5.1. The problems become harder when the tra�c is delay-sensitive and unknown

in advance. Specifying tra�c parameters for live video is a di�cult problem that is shared by most of the

existing resource allocation schemes. In Section 5.2, we present a heuristic on-line algorithm that adaptively

chooses tra�c parameters for an unknown sequence.

A third issue with RED-VBR is that it places an additional load on the network's signaling components.

Frequent renegotiations by many applications require network nodes to have a high throughput in process-

ing renegotiation messages. Most existing signaling systems have relatively low signaling throughputs. For

example, our measurements show that a commercial ATM switch can process only about 50 connection estab-

lishment requests per second. However, the low throughputs are more an artifact of poor implementation than

the intrinsic complexity of signaling. In [3], it has been shown that by optimizing the software, a two-order of

magnitude performance gain can be achieved for a portion of the signaling software. Our experience with the

Tenet Real-Time Protocol Suite [1] indicates that the time to process a connection establishment message is

around 2 msec on a DECstation 500/240 [2]. The bulk of this time is spent in overheads such as user-kernel

crossing. The time to actually perform admission control tests and routing computation is relatively small

(0.2 to 0.5 msec). Compared to connection establishment, renegotiation is relatively simple because many

processing steps such as routing and allocation of data structures are not needed. The only computation to

be performed is the admission control test. Our proposed admission control algorithm is much simpler than

that used in the current implementation of the Tenet Protocol Suite. By processing the renegotiation request

as a special case inside the kernel rather than passing the message to an application-level signaling-process,

we believe that per node renegotiation processing can be easily achieved in less than 0.5 msec. In examples to

be presented in the Section 6, we will show that the frequency of renegotiation for each application is in the

order of tens of seconds. Operating at a 50% utilization, the signaling system can easily support more than

10,000 renegotiating sessions.

A �nal issue is the response time of the renegotiation request. Since a renegotiation takes one round-trip

time to complete, the response time will be on the order of milliseconds for a LAN environment, tens of

milliseconds for a WAN environment that spans continental U.S., and hundreds of milliseconds in a global

network. Algorithms need to be developed to mask this delay so that the service provided to the application

is not unnecessarily disrupted during this period. An o�-line algorithm knows in advance when to renegotiate

and can send the renegotiation message before the change of tra�c characteristics actually happens. For an

on-line algorithm, we propose to transmit, but mark, the extra packets above the current reservation as low

priority during the renegotiation period. The network will drop low priority packets �rst when the extra

packets cause network congestion.

4 Connection Admission Control for RED-VBR

As describe in Section 3, the RED-VBR renegotiation scheme should be viewed as providing a statistical

performance guarantee at the segment level. That is, rather than providing a cell-level delay-bound-violation

or loss probability, we provide a segment-level blocking probability. This blocking probability is the probability

that a connection attempts to renegotiate for additional network resources, but has the request denied or

blocked by the network. In this section, we present an admission control scheme for the RED-VBR service.

Thus, we provide a method for calculating the blocking probability Probfblockg for a new connection, given

an arbitrary heterogeneous set of pre-existing connections.

4.1 Approach

In order to achieve a statistical multiplexing gain, an admission control algorithm must be able to exploit

the statistical properties of individual sources or statistical independence between sources. Thus, previous

approaches to providing a statistical performance guarantee are based on a stochastic model of a source (e.g.,

[8, 9, 16, 19, 23, 33]) such as a Markov-modulated uid source.
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However, such schemes require a priori knowledge of a source's statistical properties which may be di�cult

to obtain for \live" sources. Thus, while one purpose of RED-VBR is to achieve a statistical multiplexing

gain in a more controlled manner than previous approaches, a second purpose is to provide a QOS guarantee

to sources such as live-video that cannot obtain a tra�c speci�cation a priori. It will also support sources

that have signi�cant long-time-scale variations of their tra�c speci�cation over time that may be unknown or

di�cult to characterize at connection-setup time.

Therefore, the admission control algorithm that we provide is empirical at its foundation and does not

require sources to specify how their tra�c characterization will evolve over time. For established sources,

we will infer information about the sources' \statistics" through simple computations on the history of the

sources' reserved parameters over time.

Conceptually, the test can be viewed within the context of the deterministic test. As described in Section 2,

a deterministic upper bound on delay for each connection is a function of the tra�c constraint functions of all

connections. In the case of RED-VBR service, the tra�c constraint function of each connection is a piece-wise

linear function given by the D-BIND model's (R

j;k

; I

j;k

) rate-interval pairs. For sources that are renegotiating,

their D-BIND parameters and thus constraint function are being updated with time. Thus, for an interval of

length I

j;k

, a source will have di�erent bounding rates R

s

j;k

depending on the tra�c characteristics of segment

s and thus a di�erent value of the constraint function b

s

j

(I

k

). We will use B

j;k

to denote a random variable

that represents the distribution of the constraint function across the source's segments. The distribution of

B

j;k

can be estimated from the source's previous renegotiated segments R

1

j;k

; � � �R

S

j

j;k

, where these bounding

rates are weighted by the duration of the segment �

s

j

. Or, as we propose in the next subsection, the �rst two

moments of B

j;k

can be used to approximate the distribution. Note that B

j;k

=I

j;k

is not the distribution of

the source's rate per se. Rather, it is the distribution of the deterministic upper bound of the source in a

random segment. It can then be used to determine the probability that, when each source wishes to transmit

a random segment S

j

, if this combination of deterministic segments can be scheduled with deterministic delay

bound d.

Thus, for a FCFS service discipline and a deterministic delay bound d, the probability that a source has a

renegotiation request denied by the network is given by:

Probfblockg = max

k=1;���;P

Probf

X

j

B

j;k

� lI

k

> ldg: (6)

4.2 Algorithm Speci�cation

Since the segment blocking probability of Equation 6 is based on a sum of independent random variables, we

utilize the Central Limit Theorem (CLT) ([26], p. 287) to approximate Probfblockg.

More precisely, if source j is currently established, it will have a history of rate-interval pairs (R

s

j;k

; I

s

j;k

)

where k = 1; � � � ; P indexes the rate-interval pair and s = 1; � � � ; S

j

indexes the segment number. Thus, the

current segment has parameters (R

S

j

j;k

; I

S

j

j;k

). As described in Section 2, the deterministic admission control

conditions transform source j's D-BIND rate-interval pairs into a piece-wise linear constraint function b

j

(�)

where b

j

(I

j;k

) = R

j;k

I

j;k

. The random variable B

j;k

then characterizes the variation in R

s

j;k

I

s

j;k

over the the

di�erent segments s. Thus, to utilize the CLT, the admission control algorithm keeps track of the mean and

variance of the constraint function at each of the P interval lengths for each source. These quantities are

respectively given by:

�

j;k

=

P

S

j

s=1

R

s

j;k

I

s

j;k

�

s

j

P

S

j

s=1

�

s

j

(7)

�

2

j;k

=

P

S

j

s=1

(R

s

j;k

I

s

j;k

� �

2

j;k

)�

s

j

P

S

j

s=1

�

s

j

: (8)

where �

s

j

is the length of time that source j had reserved resources with parameters of segment s. Thus, the

algorithm does not need to store previous D-BIND characterizations. Rather, it updates the summation of

Equations (7) and (8) with each new segment renegotiation.

The mean and variance of

P

N

j=1

B

j;k

are given by �

k

=

P

N

j=1

�

j;k

and �

2

k

=

P

N

j=1

�

2

j;k

since B

j;k

and B

j

0

;k

are independent random variables for j 6= j

0

. For the new connection N that is attempting establishment,

the source speci�es initial bounding rate-interval pairs (discussed further below) so that �

N;k

= R

N;k

I

N;k

and �

2

N;k

= 0. We utilize the CLT by approximating

P

N

j=1

B

j;k

by the random variable X

k

where X

k

has a

Normal distribution with mean �

k

and variance �

2

k

. Equation (6) is then approximated by

Probfblockg � max

k=1;���;P

ProbfX

k

� lI

k

> ldg (9)
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where this expression may be directly evaluated from the distribution of a Normal random variable.

The above test is the admission control test at the session or connection level that determines if the

new video session can be admitted without causing excessive renegotiation blocks to any connections. At

the segment level, when a source performs a renegotiation, the tests of Section 2 are used to determine if

a deterministic guarantee can be provided to the current set of segments. If not, the request for increased

resources for the segment is blocked, but the session is still established at its previously guaranteed rate.

4.3 Discussion

We note several points about the above admission control test. First, while RED-VBR does not require a

statistical model per se, a statistical multiplexing gain is achieved through exploitation of statistical indepen-

dence between sources and by using the previous renegotiation behavior of connections to model their future

behavior. As sources go through further renegotiations, Probfblockg can be further re�ned with use of the

additional information.

For the new connection N that is attempting to be established, information about its future segments is

not, in general, available. Thus, the source needs only to specify an estimate of its initial D-BIND parameters,

which, through RED-VBR, can be adapted { immediately if the initial guess was too far o�. Even for live

video, we conjecture that such an initial parameter guess will not be a severe problem, since, knowing the

uncompressed frame size and quality factor, one can always choose a conservative upper estimate based on

characteristics of previous transmissions, even if the characterization utilizes only one rate-interval pair for

the source's peak rate. Thus, we determine the new blocking probability Probfblockg from the available

information: 1) the current D-BIND parameters of the new source (possibly an upper estimate) and 2) the

current and past D-BIND parameters of the segments of established sources along with the length of time that

these segments was established.

Second, as discussed in Section 6, some tra�c streams such as stored video may know the parameters

of all of their segments a priori. In this \o�-line" case, resources could be reserved in advance to decide

a priori if everything is schedulable for all segments of all connections. In this case, we can provide a no-

block renegotiated service (i.e., Probfblockg = 0) since we can calculate whether or not this combination of

segments is schedulable. Even though such an o�-line service that utilizes advance reservations is ultimately

deterministic, there will still be a utilization or statistical-multiplexing-gain that comes from passing along

knowledge of the \future" to the network.

Procedure Segment O�ine(startIndex, endIndex)

1. if (endIndex - startIndex � MIN RENEG INTERVAL) f

Output(startIndex, endIndex);

return();

g

2. compute D-BIND curve R[1:P] for video sequence between frames startIndex and endIndex;

3. identify the worst-case segment, mark its boundary frames using variables leftIndex and rightIndex;

4. targetRate =  � R[P ];

5. extend the segment with the constraint that the average rate of the segment is above the targetRate

6. Output (leftIndex; rightIndex);

7.Segment O�ine(startIndex; leftIndex-1 );

8. Segment O�ine(rightIndex+ 1; endIndex);

Figure 5: A O�-line Algorithm to Segment a Video Sequence

Finally, we justify the use of the CLT in that, in the calculation of Equation (6), we are not dealing with a

rare event or random variables with heavy tails as are often found in other contexts of performance evaluation

of high-speed networks. First, we think of Probfblockg as being in the range of 10

�3

. Consider a 2-hour

video that renegotiates every 10 seconds on average for a total of 720 segments. Ostensibly, if the source is

utilizing the RED-VBR service it is willing to risk having at least one of its segments blocked and 10

�3

is on

the order of a reasonable value for Probfblockg. Alternatively, a much smaller Probfblockg on the order of

(say) 10

�9

is not very meaningful to a source with hundreds of segments, and a source not willing to have

any of its renegotiation requests blocked should utilize a deterministic service. Second, we do not expect the

random variables B

j;k

to possess properties such as heavy-tails that might invalidate the assumptions of the

CLT. Recall that the rate-interval pair (R

j;k

; I

j;k

) is already a worst-case rate over the interval length I

j;k

and the random variable B

j;k

is capturing the variation of this worst-case rate over time. Thus, \heavy-tails"
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that may be found in a stationary bit-rate distribution (e.g., [12]) are unlikely to occur in this scenario. Trace

driven simulation will be used in Section 6 for an empirical justi�cation of the use of the CLT.

5 Segmentation Algorithms for VBR Video

In this section, we present two video segmenting algorithms, an o�-line algorithm, which knows the whole

video sequence in advance, and an on-line algorithm, which knows only the sizes of the frames transmitted so

far, but not the sizes of the frames to be transmitted in the future. Both algorithms are heuristic in nature.

Our goal here is not to come up with the best segmenting algorithm, but rather to demonstrate that with

RED-VBR, even simple segmenting algorithms can achieve substantial multiplexing gains. We leave the design

of more advanced segmenting algorithms to future work.

5.1 O�-line Algorithm

Procedure Segment Online()

initialize cur reserve R[ ];

LastRenegIndex = 0;

for (i = 0; i < MAX FRAMES; i ++) f

compute R[1 : P ] based on previous M frames ;

if (R[k] > cur reserve R[k]) for any 0 � k < Pf

for (k = 1; k � P ; k ++)

cur reserve R[k] = � �max(cur reserve R[k]; R[k]);

LastRenegIndex = i;

Renegotiate();

g else if ((R[P ] < � � cur reserve R[P ]) AND

(i - LastRenegIndex � MIN RENEG INTERVAL)) f

for (k = 1; k � P ; k ++)

cur reserve R[k] = cur reserve R[k] +R[k])=2;

LastRenegIndex = i;

Renegotiate();

g

g

Figure 6: A On-line Algorithm to Segment a Video Sequence

The o�-line algorithm segments the video sequence assuming the entire sequence is known in advance.

Such an algorithm is interesting not only because it can be used for video playback applications, but also

because it can serve as a benchmark for comparing the performance of on-line algorithms. A heuristic o�-line

algorithm is shown in Figure 5. The algorithm takes as its input a sequence of frame sizes (stored in the array

video[ ]) and a parameter  (0 �  � 1) that indicates how aggressively to segment. A higher  will generate

more segments and thus will potentially achieve a higher network utilization and less expensive service for the

user. First, the algorithm calculates the D-BIND parameters for the entire sequence, i.e, P rate-interval pairs

(R

k

; I

k

)

P

k=1

. It then identi�es the segment of length I

P

that achieves the maximum number of worst-case rates

where a worst-case rate is achieved if A[t; t+ I

k

] = R

k

I

k

. This segment is then extended to the left and right

in time until the average rate of that segment has decreased to  R

P

, where R

P

is the bounding rate over the

longest parameterized interval length I

P

. With this segment isolated, the procedure is recursively repeated

over the remaining two segments until the sequence is completely segmented.

5.2 On-line Algorithm

In this section, we consider the more di�cult case, such as live video transmission, where the tra�c trace

is not known in advance. We call the algorithm that dynamically computes a tra�c speci�cation and issues

renegotiation requests the on-line algorithm.

Our heuristic on-line algorithm maintains the currently reserved D-BIND parameters and dynamically

computes the D-BIND parameters of the previous P frames. The algorithm needs to make the following

policy decisions based on the two sets of D-BIND parameters: (a) when to ask for more resources, and how

much more? (b) when to ask for less resources, and how much less? In our algorithm, two parameters � and
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Figure 7: Trace-Driven Simulation Scenario

� (� > �;�; � � 1) are used to control the policies. If any rate in the measured D-BIND curve exceeds the

corresponding rate in the reserved D-BIND curve (i.e., not enough resources are reserved), a renegotiation

immediately takes place. The new tra�c speci�cation is chosen so that each bounding rate R

k

is � times

its currently measured value. Thus, in the case of increasing reserved resources, we reserve beyond the

current requirements by a factor � so that numerous consecutive increases are not required. For downward

renegotiation, the algorithm checks only the rate of the longest parameterized interval. If R

P

has fallen below

the cur reserve R[P ] by a factor of �, where R[P ] and cur reserve R[P ] are the measured and reserved

bounding rate over the longest parameterized interval length I

P

respectively, and there have been at least

MIN RENEG INTERVAL frames since last renegotiation, where MIN RENEG INTERVAL is a constant, the

algorithm will renegotiate to a lower reserved D-BIND parameterization. The lower D-BIND parameters are

computed as the average of the currently reserved and currently measured D-BIND parameters. It is easy to

see that � > � must hold in the algorithm to avoid oscillations between upward and downward renegotiations.

6 Empirical Evaluation of RED-VBR

In this section, we use trace-driven simulation based on the two traces of MPEG compressed video that were

described in Section 2. We then do experiments with the admission control conditions of Section 4. These

simulations and experiments will be referred to as \TDS" and \AC" below.

6.1 Experimental Setup

Figure 7 illustrates the scenario for the trace-driven simulation (TDS) experiments described below. In this

setup, N video streams j = 1; � � � ; N are multiplexed using the RED-VBR scheme. Each stream is transmitted

starting with an independent random phase o�set �

j

, with �

j

distributed uniformly between 0 and the length of

the trace. Once the video source begins transmitting, the segmentation algorithm segments the video according

to the algorithms in Section 5. Renegotiation requests are then submitted to the network accordingly, and

some of these requests may be denied because the deterministic test described in Section 2 fails. When a stream

reaches the end of the trace, it wraps around to the beginning. We then run 500 independent simulations,

with each stream transmitting at least an entire trace during each simulation.

For the N multiplexed streams, we measure the fraction of time that a connection has its request for

resources denied by the network. This fraction of time that a source is \blocked" is then averaged over all

N streams and used as an empirical measure of the segment-level blocking probability Probfblockg. (An

alternative empirical measure of Probfblockg that yields similar results is the fraction of segments that are

blocked.) When a renegotiation request for increased network resources is denied, the next renegotiation

request is still sent according to only the segmentation algorithm, without being a�ected by the current

denial. This is a policy that must be speci�ed for the simulation, since, alternative policies may allow a source

to more frequently attempt to renegotiate for more resources when it is in a blocked state.

The second empirical investigation evaluates the e�ectiveness of the admission control (AC). As described

in Section 4, the RED-VBR admission control algorithm uses the history of established streams' renegotiation

parameters together with the D-BIND parameters of the new source to provide a deterministic delay bound

d together with a segment-level blocking probability Probfblockg. Thus, to determine the minimum d and
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Probfblockg for a set of N video sessions, we use the renegotiation histories of the (N �1) established sessions

to determine �

j;k

and �

2

j;k

as in Equations (7) and (8). For the new N

th

connection, we use only its worst-case

D-BIND parameters over the entire sequence, since its renegotiation \history" is not, in general, known at

establishment time.

For both TDS and AC, we consider an output bu�ered switch with a link speed of l = 45 Mbps and the

FCFS service discipline. We perform various experiments varying the following parameters:

1. blocking probability Probfblockg.

2. number of connections, or average utilization

NR

1

l

3. the trace: advertisements and action movie

4. delay bound d

5. segmentation algorithm (o�-line vs. on-line)

6. renegotiation frequency

Section 6.2 explores items 1-4, considering only the o�-line segmentation algorithm with  = 0:7. Section

6.3 explores items 2-6, �xing Probfblockg to 0.01 and focusing primarily on items 5 and 6.

6.2 Evaluation of RED-VBR Service and AC Algorithm
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Figure 8: Comparison of AC Algorithm and TDS

Figure 8 illustrates the e�ectiveness of the RED-VBR service by showing the average network utilization

achieved in various scenarios. For the two traces, advertisements in Figure 8(a) and the action movie in Figure

8(b), average utilization is shown as a function of delay bound for both TDS and AC, for blocking probabilities

(p or Probfblockg of .1, .001, and 0. Probfblockg = 0 represents the case of no renegotiation failures, or a

D-VBR service. We use the o�-line algorithm for segmenting the trace with segmentation parameter  = 0:7

for both streams. This resulted in average renegotiation intervals of 8.4 and 8.7 seconds for the respective

streams.

There are several noteworthy points about Figures 8(a) and 8(b). First, the general trend of the curves is

that as delay bound increases, more connections can be multiplexed so that a higher utilization is achievable.

The lower curve of the �gures (marked \no reneg.") depicts the achievable utilization for a static deterministic

VBR service that does not use any renegotiations. This curve, also depicted in Figure 2, shows that because

of the worst-case nature of the D-VBR guarantee (no packets will be dropped or violate their delay bound)

and the burstiness of these video sequences (especially with the \burstiness" de�nition in [20]), the achievable

utilization for deterministic service is limited to approximately 27% for delay bounds under 100 msec. Alter-

natively, with RED-VBR, signi�cant improvements in network utilization are possible. The upper four curves

of Figure 8(a) and 8(b) show the TDS and AC performance of RED-VBR with Probfblockg of .1 and .001.

Second, Figure 8 compares the average utilization achieved through trace-driven simulation with that

achieved by the admission control conditions. For the trace driven simulation, N connections with random

start times are multiplexed at the segment-level. Depending on the deterministic delay bound d (shown on

the horizontal axis), a session will spend some fraction of the time in a blocked state. This is Probfblockg
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for TDS. For the admission control, the algorithm in Section 4 calculates the minimum Probfblockg for N

multiplexed connections, given delay bound d and the renegotiation histories of the already-established (N�1)

connections. Figures 8(a) and 8(b) indicate that the AC algorithm is more conservative than the TDS, i.e., it

may over-allocate, but not under-allocate resources. In addition, the AC algorithm achieves utilizations close

to those indicated possible by the TDS.

Finally, Figure 8 illustrates the range of multiplexing gains possible for the RED-VBR scheme. For the

advertisement sequence of Figure 8(a), and AC with Probfblockg = :1, the utilization is improved from 24%

to 61% at a delay bound of 50 msec. At 100 msec delay, the improvement is from 26% to 66%. Likewise, for

the action movie of Figure 8(b), the utilization is improved from 22% to 47% at a delay bound of 50 msec,

and from 31% to 65% at a delay bound of 100 msec. These represent respective multiplexing gains of up to

154% and 110% over a static deterministic VBR service.
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Figure 9: E�ect of Delay Bound on Probfblockg

As indicated by the admission control conditions of Section 4 and the trace driven simulations above, the

segment level blocking probability Probfblockg is a�ected by the delay bound and the number of multiplexed

connections or utilization. For the o�-line algorithm with  = 0:7, Figure 9 shows the blocking probability

versus delay bound for average utilizations of .5 and .6. As indicated by the previous experiments, utilization

increases with higher delay bounds and blocking probabilities. As well, the admission control can be seen to be

slightly more pessimistic than the trace driven simulation, predicting higher Probfblockg's than those actually

attained. Figure 9 also indicates that for a �xed utilization, Probfblockg decreases roughly exponentially with

increased delay bound or bu�ering in several cases. In addition, the exponential decay rate is much higher for

the lower utilizations of .5 than it is for the higher utilization of .6. Note that Figure 9 is not simply the tail

of a Gaussian random variable since Equation (9) is a maximization over correlated random variables.

6.3 Tradeo�s Between Utilization and Renegotiation Frequency

In RED-VBR, there is a fundamental tradeo� between the achievable utilization in the network and the

frequency of renegotiations. Figure 10 explores this tradeo� for the o�-line segmentation algorithm. As

described in Section 5, increasing  for the o�-line algorithm increases the number of segments, thus increasing

the renegotiation frequency. For various average renegotiation intervals, the �gure shows utilization versus

delay bound as in Figure 8. For Figure 10, only admission control is considered (i.e., TDS curves are not shown)

and Probfblockg is �xed at 0.01. In both Figures 10(a) and 10(b), the three upper curves correspond to  =

0.5, 0.6, and 0.7. For the advertisements, these values of  correspond to respective average renegotiation

intervals of 8.4, 18.7, and 41.8 seconds. For the action movie, the average renegotiation intervals are 8.7, 17.3,

and 47.6 seconds. As shown, faster renegotiations (or smaller average renegotiation intervals) result in higher

average utilization across the entire range of delay bounds. This alludes to the tradeo� mentioned in Section

3: a more aggressive segmentation policy allows higher network utilization. However, renegotiation intervals

that are too small would overload the network's signaling components. Thus, the RED-VBR service can be

\priced" to most e�ciently utilize all of the network's resources, including bu�ers, bandwidth, and signaling

components.

Figure 11 shows the performance of the on-line algorithm for the advertisement sequence and action movie.
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Figure 10: E�ect of Renegotiation Interval
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Figure 11: On-line Renegotiation Performance

The three curves show the case of no renegotiations as a bench-mark, and one o�-line case and one on-line case

with Probfblockg = 0:01. Utilization is plotted versus delay bound as obtained by the trace-driven simulation.

As shown, the on-line algorithm can achieve utilizations similar to that of the o�-line algorithm. However,

the on-line algorithm must renegotiate more frequently to achieve a utilization close to that achieved by the

o�-line algorithm. This is expected since the on-line algorithm does not have knowledge of \future" frame

sizes and therefore cannot segment the video as e�ciently as the o�-line algorithm.

For example, for the advertisements, Figure 11(a) shows that for the on-line algorithm to achieve utilizations

similar to those achieved by the o�-line algorithm with an average renegotiation interval of 8.4 seconds, the

on-line algorithm must have a smaller average renegotiation interval of 3.5 seconds. Likewise, with the action

movie of Figure 11(b), the on-line algorithm requires an average renegotiation interval of 3.9 seconds to achieve

utilizations similar to those achieved by the o�-line algorithm using an average renegotiation interval of 8.7

seconds. For both of the traces, these experiments used parameters of � = 1:5 and � = 1:2 for the on-line

segmenting algorithm and  = :7 for the o�-line algorithm.

While the focus here is not to propose the best on-line segmentation algorithm, the experiment of Figure 11

indicates that even simple on-line segmentation algorithms can achieve the same utilization as an o�-line

algorithm, with smaller, but same order-of-magnitude, average renegotiation intervals.
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7 Conclusions

We have proposed a new service called REnegotiated Deterministic Variable Bit Rate or RED-VBR service

for supporting transmission of delay-sensitive VBR video in packet-switched networks. The service is based on

exible renegotiation of tra�c parameters with graceful degradation of QOS in the case where renegotiations

fail. Each client determines its own renegotiation policies { when to renegotiate and what parameters are used.

Between two adjacent renegotiation points, a deterministic network service is provided. We have shown that

such an approach can achieve signi�cant multiplexing gains without requiring an excessive signaling overhead.

For example, with the D-VBR service, the network can only achieve 26% utilization when the video tra�c

is highly bursty over long intervals. However, using RED-VBR with a simple o�-line segmenting algorithm

and relatively low renegotiation frequencies of 8 to 42 seconds per renegotiation, high network utilization in

the range of 50% to 80% can be achieved for connections with delay bounds of 100 msec. This represents

improvements of up to 150% in network utilization compared to the D-VBR service. As well, the on-line

algorithm achieves similar improvements but requires a smaller average renegotiation interval. For example,

in one case the on-line algorithm required a 3.9 second average renegotiation interval to achieve utilizations

close to those achieved with the o�-line algorithm and a 8.7 second average renegotiation interval. The on-

line algorithm also provides a practical solution to address the issue of specifying tra�c parameters for live

video. Compared to statistical and predicted service, RED-VBR allows more graceful and client-controlled

QOS degradation during overload period.

While this paper demonstrates the e�ectiveness of the RED-VBR service, a number of issues remain to

be explored in future works. Perhaps the most important issue is to design and implement e�cient signaling

support for renegotiations. Since most existing commercial signaling systems can support only 50 to 100 con-

nection establishments per second, we need to increase the signaling throughput by two orders of magnitude's

in order to make a renegotiation-based service feasible. Another area of research is to design more elaborate

and general on-line and o�-line renegotiation algorithms. These algorithms should be part of a software library

that application programs can invoke without the knowledge of the actual algorithms.
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