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Design, Analysis, and Implementation of DVSR:
A Fair, High Performance Protocol for Packet Rings
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Abstract—The Resilient Packet Ring (RPR) IEEE 802.17 standard is a
new technology for high-speed backbone metropolitan areaetworks. A
key performance objective of RPR is to simultaneously achie high uti-
lization, spatial reuse, and fairness, an objective not adaved by current
technologies such as SONET and Gigabit Ethernet nor by legaaing tech-
nologies such as FDDI. The core technical challenge for RPR ithe de-
sign of a bandwidth allocation algorithm that dynamically achieves these
three properties. The difficulty is in the distributed nature of the prob-
lem, that upstream ring nodes must inject traffic at a rate acording to
congestion and fairness criteria downstream. Unfortunatly, we show that
under unbalanced and constant-rate traffic inputs, the RPR &irness algo-
rithm suffers from severe and permanent oscillations spanimg nearly the
entire range of the link capacity. Such oscillations hinderspatial reuse, de-
crease throughput, and increase delay jitter. In this paperwe introduce
a new dynamic bandwidth allocation algorithm called Distributed Virtual-
time Scheduling in Rings (DVSR). The key idea is for nodes tooctnpute a
simple lower bound of temporally and spatially aggregated irtual time us-
ing per-ingress counters of packet (byte) arrivals. We shovthat with this
information propagated along the ring, each node can remotg approxi-
mate the ideal fair rate for its own traffic at each downstreamlink. Hence,
DVSR flows rapidly converge to their ring-wide fair rates while maximizing
spatial reuse. To evaluate DVSR, we develop an idealized faess reference
model and bound the deviation in service between DVSR and theference
model, thereby bounding the unfairness. With simulations,we find that
compared to current techniques, DVSR’s convergence timegean order of
magnitude faster (e.g., 2 vs. 50 msec), oscillations are ngiated (e.g., ranges
of 0.1% vs. up to 100%), and nearly complete spatial reuse ischieved (e.g.,
0.1% throughput loss vs. 33%). Finally, we provide a proof-é-concept im-
plementation of DVSR on a 1 Gh/sec network processor testbethd report
the results of testbed measurements.

|. INTRODUCTION

The overwhelmingly prevalent topology for metro networks ,

is aring. The primary reason is fault tolerance: all nodesaia
connected with any single failure of a bi-directional lintas.

tain different throughputs to the core or hub node depenaing
their spatial location on the ring. Finally, legacy tecloweés
such as FDDI and DQDB [7], [8] do not employ spatial reuse.
For example, FDDI's use of a rotating token requires thay onl
one node can transmit at a time.

Fig. 1. lllustration of Resilient Packet Ring

The IEEE 802.17 Resilient Packet Ring (RPR) working group
was formed in early 2000 to develop a standard for bi-dioeeti
packet metropolitan rings. Unlike legacy technologies, ptho-
tocol supports destination packet removal so that a pacikiet w
not traverse all ring nodes and spatial reuse can be achieved
However, allowing spatial reuse introduces a challengento e
sure fairness among different nodes competing for ring band
width. Consequently, the key performance objective of RPR
is to simultaneously achieve high utilization, spatialseuand
fairnesst
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Moreover, rings have reduced deployment costs as compared t

star or mesh topologies as ring nodes are only connectedito th

two nearest neighbors vs. to a centralized point (star) dtijphei
points (mesh).

Fig. 2. Topology I: Parallel Parking Lot

To illustrate spatial reuse and fairness, consider thectkspi

Unfortunately, current technology choices for high-speestenario in Figure 2 in which four infinite demand flows share
metropolitan ring networks provide a number of unsatisfact link 4 in route to destination node 5. In this “parallel pandi
alternatives. A SONET ring can ensure minimum bandwidtlst” example, each of these flows should receive 1/4 of thie lin

(and hence fairness) between any pair of nodes. However,

of circuits prohibits unused bandwidth from being reclaihbg

baadwidth to ensure fairness. Moreover, to fully explotsg
reuse, flow (1,2) should receive all excess capacity on link 1

other flows and results in low utilization. On the other hanavhich is 3/4 due to the downstream congestion.

a Gigabit Ethernet (GigE) ring can provide full statisticalil-

The key technical challenge of RPR is design of a bandwidth

tiplexing, but suffers from unfairness as well as bandwidth allocation algorithm that can dynamically achieve suclesat
efficiencies due to forwarding all traffic in the same directi Note that to realize this goal, some coordination among siode
around the ring as dictated by the spanning tree protocd! [1& required. For example, if each node performs weighted fai
For example, in the topology of Figure 1, GigE nodes will obgueueing [20], a local operation without coordination amgon

nodes, flows (1,2) and (1,5) would obtain equal bandwidth
The other authors are with the ECE/CS Departments at Riceetity, URL
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1 Additional RPR goals beyond the scope of this paper incl@ensec fault
recovery similar to that of SONET.



shares at node 1 so that flow (1,2) would receive a net bankdwidveraged information in the control signal. We perfans:2
of 1/2 vs. the desired 3/4. Thus, RPR algorithms must tlerotimulations to compare fairness algorithms and obtairginsi
traffic at ingress points based on downstream traffic camsti into problematic scenarios and sources of poor algorithm pe
to achieve these rate allocations. formance. For example, we show that while DVSR can fully
The RPR standard defines a fairness algorithm that specifieslaim unused bandwidth in scenarios with unbalancetidraf
how upstream traffic should be throttled according to dowf«nequal input rates), the RPR fairness algorithm suffiems f
stream measurements, namely, how a congested node will sefilization losses of up to 33% in an example with two linkslan
fairness messages upstream so that upstream nodes can apgfoflows. We also show how DVSR'’s RIAS fairness mecha-
priately configure their rate limiters to throttle the rateim- nism can provide performance isolation among nodes’ threug
jected traffic to its fair rate. The standard also defines tipeits. For example, in a Parking Lot scenario (Figure 5) with
scheduling policy to arbitrate service among transit ared seven moderately aggregated TCP flows from one node compet-
tion (ingress) traffic as well as among different prioritasses. ing for bandwidth with non-responsive UDP flows from other
The RPR fairness algorithm has several modes of operationfodes, all ingress nodes obtain nearly equal throughpuésha
cluding aggressive/conservative modes for rate computatid with DVSR, quite different from the unfair node throughputs
single-queue and dual-queue buffering for transit traffic. obtained with a GigE ring. Finally, we develop a 1 Gh/sec net-
Unfortunately, we have found that the RPR fairness alguorithwork processor implementation of DVSR and present the tesul
has a number of important performance limitations. Fitss i Of our measurement study on an eight-node ring.
prone to severe and permanent oscillations in the rangeeof th The remainder of this paper is organized as follows. In Sec-
entire link bandwidth in simple “unbalanced traffic” sceipar tion Il we present an overview of the RPR node architectuce an
in which all flows do not demand the same bandwidth. Secoridirness algorithms. Next, in Section Ill, we present thaRI
it is not able to fully achieve spatial reuse and fairnessirdfh reference model for fairness. In Section IV, we present toper
for cases where convergence to fair rates does occur, iresqumance analysis of the RPR algorithms and present osciilatio
numerous fairness messages to converge (e.g., 500) tHgrebyconditions and expressions for throughput degradatioSelet
dering fast responsiveness. tion V, we present the DVSR algorithm and in Section VI we
The goals of this paper are threefold. First, we provide @halyze DVSR's fairness properties. Next, we provide esiten
idealized reference model termed Ring Ingress Aggregaitbd wsimulation comparisons of DVSR, RPR, and GigE in Section
Spatial reuse (RIAS) fairness. RIAS fairness achieves ma¥ill, and in Section VIIl, we present measurement studiemfro
mum spatial reuse subject to providing fair rates to eactesgy OUr network processor implementation of DVSR. Finally, e r
aggregated flow at each link. We argue that this fairness mo¥&Ww related work in Section IX and conclude in Section X.
addresses the specialized design goals of metro ringseaker
proportional fairness [10] and flow max-min fairness [3] axd.n IIl. BACKGROUND ONIEEE 802.17 RPR
We use this model to identify key problematic scenarios 8RR In this section, we describe the basic operation of the Re-
algorithm design, including those studied in the standatéin silient Packet Ring (RPR) fairness algorithm. Due to space ¢
process (e.g., “Parking Lot") and others that have not vecki straints, our description necessarily omits many detaitsfa-
previous attention (e.g., “Parallel Parking Lot” and “Utdoeced  cuses on the key mechanisms for bandwidth arbitration. Read
Traffic”). We then use the reference model and these scenetis are referred to the standards documents for full dedails
ios as a benchmark for evaluating and comparing fairness algseudocode.
rithms, and to identify fundamental limits of current RPRheo  Throughout, we consider committed rate (Class B) and best
trol mechanisms. effort (Class C) traffic classes in which each node obtaingia m
Second, we develop a new dynamic bandwidth allocation &rum bandwidth share (zero for Class C) and reclaims unused
gorithm termed Distributed Virtual-time Scheduling in B& bandwidth in a weighted fair manner, here considering equal
(DVSR). Like current implementations, DVSR has a simple¢eights for each node. We omit discussion of Class A traffic
transit path without any complex operations such as faiugue Which has guaranteed rate and jitter, as other nodes aréproh
ing. However, with DVSR, each node uses its per-destinatidfad from reclaiming unused Class A bandwidth.
byte counters to construct a simple lower bound on the eonlut .
of the spatially and temporally aggregated virtual timeafiis, A RPR Node Architecture
using measurements available at an RPR node, we compute thehe architecture of a generic RPR node is illustrated in Fig-
minimum cumulative change in virtual time since the receipt ure 3. First, observe that all station traffic entering tme ris
the last control message, as if the node was performing weighfirst throttled by rate controllers. In the example of theaHat
fair queueing at the granularity of ingress-aggregatdtidr8y  Parking Lot, it is clear that to fully achieve spatial reufiew
distributing such control information upstream, we showho(1,5) must be throttled to rate 1/4 at its ring ingress pafec-
nodes can perform simple operations on the collected irdernond, these rate controllers are at a per-destination grenyul
tion and throttle their ingress flows to their ring-wide RIf&®r  This allows a type of virtual output queueing analogous &i th
rates. performed in switches to avoid head-of-line blocking [14,,
Finally, we study the performance of DVSR and the standaifch single link is congested, an ingress node should onlyttier
RPR fairness algorithm using a combination of theoretinal-a its traffic forwarded over that link.
ysis, simulation, and implementation. In particular, welsti- Next, RPR nodes have measurement modules (byte counters)
cally bound DVSR’s unfairness due to use of delayed and timte-measure demanded and/or serviced station and trarid.tra



Buffer(s) vice rate of all transit traffic and the latter representsrte of
K all serviced station traffic. Both are measured as byte sount
over a fixed interval lengtlaging. interval. Moreover, both
Fig. 3. Generic RPR Node Architecture measurements are low-pass-filtered using exponentiahgver
ing with parameter L/PCOEF given to the current measure-
ment and 1-1/PCOEFgiven to the previous average. In both
These measurements are used by the fairness algorithm to ceages, it is important that the rates are measured at thetoutp
pute a feedback control signal to throttle upstream nodéseto of the scheduler so that they represent serviced rates thtre
desired rates. Nodes that receive a control message usddahe i offered rates.
mation in the message, perhaps together with local infaomat At eachaging. interval, every node checks its congestion sta-
to set the bandwidths for the rate controllers. tus based on conditions specific to the mode AM or CM. When
The final component is the scheduling algorithm that arbioden is congested, it calculates Itscal_fair _rate[n], which is
trates service among station and transit trafficsiligle-queue the fair rate that an ingress-based flow can transmit to mode
mode the transit path consists of a single FIFO queue referrBidden then transmits a fairness control message to its upstream
to as the Primary Transit Queue (PTQ). In this case, the schedighbor that containscal_ fair_rate[n).
uler employs strict priority of transit traffic over statidraffic. If upstream nodén — 1) receiving the congestion message
In dual-queue modethere are two transit path queues, one fdfom noden is also congested, it will propagate the message up-
guaranteed Class A traffic (PTQ), and the other for Class B agieam using the minimum of the receiviettal_ fair_rate[n]
C traffic, called Secondary Transit Queue (STQ). In this modend its ownlocal_ fair_rateln — 1]. The objective is to in-
the scheduler always services Class A transit traffic figtfr form upstream nodes of the minimum rate they can send along
PTQ. If this queue is empty, the scheduler employs roundarobhe path to the destination. If nodg — 1) is not con-
service among the transit traffic in STQ and the station traffjested but itsforward_rate is greater than the received-
until a buffer threshold is reached for STQ. If STQ reaches tieal_ fair_rate[n], it forwards the fairness control message con-
buffer threshold, STQ transit traffic is always selectedreta- taining local_ fair_rate[n] upstream, as this situation indicates
tion traffic to ensure a lossless transit path. In other wdd®)  that the congestion is due to transit traffic from furthertegem.
has strict priority over station traffic once the buffer gtield Otherwise, a null-value fairness control message is trétesin
is crossed; otherwise, service is round robin among tramsit to indicate a lack of congestion.
station traffic. When an upstream nodeeceives a fairness control message
In both cases, the objective is to ensure hardware simplicidvertisinglocal. fair_rate[n], it reduces its rate limiter values,
(for example, avoiding expensive per-flow or per-ingressugs termedallowed rate]i][;], for all values ofj, such that: lies on
on the transit path) and to ensure that the transit path&eles, the path fromi to j. The objective is to have upstream nodes
i.e., once a packet is injected into the ring, it will not bepiped throttle their own station rate controller values to the imiam

Faress 4 ogress fic and ensure that there is sufficient spare capacity forakae
¥ Traffic stream station traffic. To achieve this, a congested node-tra
Control / (1_ . \ mits its local fair rate upstream, and all upstream nodediagn
Yessage @D @D | Banr i to the link must throttle to this same rate. After a conveogen
t_“:“ Mocwor period, congestion is alleviated once all nodes’ rates etréos
Controller(s) : the minimum fair rate. Likewise, when congestion cleara; st
) G - ‘ Ahraffic tions periodically increase their sending rates to endaethey
— ¥ are receiving their maximal bandwidth share.
w—'ﬁ } There are two key measurements for RPR’s bandwidth con-
remitin| @j T, trol, forward_rate andadd.rate. The former represents the ser-

at a downstream node. rate it can send along the path to the destination. Conséguen
_ _ station traffic rates will not exceed the advertisaehl. fair_rate
B. RPR Fairness Algorithm value of any node in the downstream path of a flow. Other-

The dynamic bandwidth control algorithm that determines tiVise, if a null-value fairness control message is receiiteid;
station rate controller values, and hence the basic fairapd Crementsallowedrate by a fixed value such that it can reclaim

which the RPR fairess algorithm and DVSR differ and is tH&te. Moreover, such rate increases are essential for gevee

focus of the discussion below as well as throughout the papef© fair rates even in cases of static demand. .
There are two modes of operation for the RPR fairness algo-The main differences between AM and CM are congestion

rithm. The first, termed Aggressive Mode (AM), evolved fron§letection and calculation of the local fair rate which wecdis

the Spatial Reuse Protocol (SRP) [23] currently deployea inP€low. Moreover, by default AM employhial-queue modand

number of operational metro networks. The second, terme§! employssingle-queue mode

Conservative Mode (CM), evolved from the Aladdin algorith :

[5]. Both modes operate within the same framework described Aggressive Mode (AM)

as follows. A congested downstream node conveys its congesAggressive Mode is the default mode of operation of the RPR

tion state to upstream nodes such that they will throttle theef-  fairness algorithm and its logic is as follows. An AM nodés



said to be congested whenever I1l. A FAIRNESSREFERENCEMODEL FORPACKET RINGS

STQdepthn] > low_threshold For flows contending for bandwidth at a single network node,
a definition of fairness is immediate and unique. Howevar, fo
multiple nodes, there are various bandwidth allocatioas¢an
forward_rate[n] + add.rate[n] > unreservedate be considered to be fair in different senses. For exampb@qos
tional fairness allocates a proportionally decreased Wwaitt to
where as above§TQis the transit queue for Class B and C traffiows consuming additional resources, i.e., flows traversinl-
fic. The threshold valulw_thresholdis a fraction of the transit t|p|e hopsl whereas max-min fairness does not [3]’ [10] &Mor
queue size with a default value of 1/8 of tB&Qsize? over, any definition of fairness must carefully address ttag
When a node is congested, it calculateslatsal_ fair_rate ylarity of flows for which bandwidth allocations are defined.
as the normalized service rate of its own station traffigandwidth can be granted on a per-micro-flow basis or alter-
add.rate, and then transmits a fairness control message contaiately to particular groups of aggregated micro-flows.
ing add. rate to upstream nodes. o _ In this section, we define Ring Ingress Aggregated with Spa-
Considering the parking lot example in Figure 5, if a downyg| Reuse (RIAS) fairness, a reference model for achiefairg
stream node advertisasld rate below the true fair rate (which panqwidth allocation while maximizing spatial reuse in kec
does indeed occur before convergence), all upstream ndlles yigs. The RIAS reference model presented in [11] is nowrinco
throttle to this lower rate; in this case, downstream nodis Whorated into the IEEE 802.17 standard’s targeted perfoeman
later become uncongested so that flows will increase #leir gpjective [9]. We justify the model based on the design goils
lowedrate. This process will then oscillate more and morgacket rings and compare it with proportional and max-miin fa

or

closely around the targeted fair rates for this example. ness. We then use the model as a design goal in DVSR’s algo-
D. Conservative Mode (CM) gtnhar;;ggagn and the benchmark for general RPR performance

Each CM node has an access timer measuring the time be-

tween two consecutive transmissions of station packet€Ms A, Ring Ingress Aggregated with Spatial Reuse (RIAS) Fairne
employs strict priority of transit traffic over station tfiafvia ] ]
single queue mode, this timer is used to ensure that statibn t RIAS Faimess has two key components. The first component

fic is not starved. Thus, a CM nodeis said to be congested if defines the level of traffic granularity for fairness deteration

the access timer for station traffic expires or if atalink as an ingress-aggregated (IA) flow, i.e., the aggeeqf
all flows originating from a given ingress node, but not neaes

forward_rate[n] + add.rate[n] > low_threshold ily destined to a single egress node. The targeted serviceimo
of packet rings justifies this: to provide fair and/or gudesal

Unlike AM, low.thresholdfor CM is a rate-based par"jlmeter&;andwidth to the networks and backbones that it intercaisnec

that is a fixed value less than the link capacity, 0.8 of thk li . )
. o . hus, our reference model ensures that an ingress nodg’s tra
capacity by default. In addition to measurifigward.rate and . : . . .
fic receives an equal share of bandwidth on each link relative

add.rate, a CM node also measures the numbexaifvestations . , . .
. I to other ingress nodes’ traffic on that link. The second com-
that have had at least one packet served in theguast. inter- . : ) :
ponent of RIAS fairness ensures maximal spatial reuse subje

val. o . . . )
. . L to this first constraint. That is, bandwidth can be reclairbged
If a CM node is congested in the curreging. interval, but IA flows (that is, clients) when it is unused either due to lack

was not congested in the previous one, liheal_ fair_rate is . o : .
T of demand or in cases of sufficient demand in which flows are
computed as the total unreserved rate divided by the nunibenbo
ottlenecked elsewhere.

activestations. If the node is continuously congested, tloen - : .
Below, we present a formal definition that determines if a set

cal_fair_rate depends on the sum fdrward rate andadd. rate. X .

If this sum is less thatow_threshold indicating that the link is of_candldgte aI_chated ratgs (expressgd as a mAys RIAS

under utilized,local_ fair_rate ramps up. If this sum is abovefa'r'. For simplicity, we define RlA.S f§|rness fprn t_he casetthg

high_threshold a fixed parameter with a default value that i%‘" INQress _nodes have equal_ weight; _the definition caneasil
e generalized to include weighted fairness. Furthernfore,

0.95 of the link capacitypcal_ fair_rate will ramp down. ¢ di . d without | ¢ i id
Again considering the parking lot example in Figure 5, whep@S€ ot discussion an without loss o genera ity, we cens
ly traffic forwarded on one of the two rings, and assiuie

the link between nodes 4 and 5 is first congested, node 4 pr8 - : ) . .
agates rate 1/4, the true fair rate. At this point, the link wid rivals and services in the idealized reference modeh wlit
still be consideréd congested because its total rat'e isegiéan rates in the discussion below referring to instantaneoud flu

low_threshold Moreover, because the total rate is also greatréartes‘ _\N_e refer to %OW as all um-dwgchor{;al traffic bﬁtwrgg_n b
than high_threshold local. fair_rate will ramp down periodi- a certain ingress and egress pair, and we denote such trexfic

cally until the sum ofdd.rate andforward_rateat node 4 is less tween ring ingress nodeand ring egress nodgas flow (i, j)

than high_thresholdbut greater thamow_threshold Thus, for as illustrated in Figure 2.To simplify-notation, we label "_“,a”'
CM, the maximum utilization of the link will baigh.thresholg 96 segment ol nodes andV — 1 links such that flow(i, j)
hence the name “conservative”. traverses node if i < n < j, and traverses link if i <n < j.

2unreservedate is the link capacity minus the reserved rate for guaranteed®Such a flow is composed of aggregated micro-flows such asidgivTCP
traffic. As we consider only best-effort traffignreservedateis the link capac- sessions. While the reference model does not addresssaiamong micro-
ity in the rest of this paper. flows, we consider individual and aggregated TCP traffic ictiSe VII.



Consider a set of infinite-demand flows between pairs of a i3

flow (1,3)

subset of ring nodes, with remaining pairs of nodes having no  fovi2 fiow @) [ —
traffic between them. DenotB;; as the candidate RAIS fair D) (O)——C
rate for the flow between nodésindj. The allocated rate on

; N 10 (9) (3) ) 6
link n of the ring is then J & N

Fig. 4. lllustration of RIAS
F, = > Rij. (1)

all flows (i,j) crossing link n
(i,7) with no bottleneck link. Then, for each link crossed

Let C be the capacity of all links in the ring. Then we can writ@y flow (i, ;) for which F,, = C, there exists some flow
the following constraints on the matrix of allocated rates= (i’ j/) + (i, j) such that one of Equations (4) and (5) is violated
{Rij}: (which one depends on the relationship between floig’)
N and(i, j)). Here, we present the proof for the case that Equation

Ri; > 0, forallflows (i,j) (2) (5) is violated or more precisely wheld(i’) > IA(i). The

F, < C,foralllinksn (3) proofis similar for the other case. Now, we can write
A matrix R satisfying these constraints is said to be feasible. 5 = { C — F,, if /,, <C ©6)
Further, let/ A(i) denote the aggregate of all flows originating " TA@W) - TA®W), fF,=C

from ingress nodesuch thatl A(i) = >, R;;.

. . . . . whered,, is positive. Therefore, by increasing the rate of flow
Given a feasible rate matrik, we say that linkn is a bot- n 1S P y 9

; ; . S (i,7) by € < min{4, : link n crossed by flow, j)} while de-
tler;ec(j:k “r,:k \;Vgh regpgctft?% for ﬂ(()j\(\t’. ) crosilnfg gnan_, ¢ creasing by the same amount the rate of the flow fioff:’)
and denote it by3,,(i, j), if two conditions are satisfied. Firs 'on links whereF,, = C, we maintain feasibility without de-

F,, = C. For the second condition, we distinguish two cases de-__ _. N 7 < . .
pending on the number of ingress-aggregated flows ondirk &easmg the rate of any floRA(i') with TA(¥') < TA(i). This

N ; . .\ contradicts Definition 1.
fI (;?(:1)" "T’ Anﬁ‘)lt)\t/c: })j();/l)A 22\3’ \i/tit“?nk?r;gtrr]::sl igg)rezg z;,féél(zl% For the second part of the proof, assume that each flow has a
Ry > Ry for all flows (i, /') crossing linkn. If TA(i) is bottleneck with respect t®. To increase the rate of floy, j)

h Vi tod f linkhenR.. > R f at its bottleneck link while maintaining feasibility, we stude-
e onYy Ihg.r/ess-aggreg_a cariowon linkhenfii; = fij 107 crease the rate of at least one flow frdm(i’) (by definition
all flows (¢, j) crossing linkn.

. Definition LA matrix of rate;R is said to be RIAS fair if it \(;V:fi?:iit\i/:rf Z)f b gﬂztnt: fkbli(r)]tlil,evcgceﬁégl;])éviutrrt]g:?f za,ltil()(r;;'the
IS f_ea3|bl_e ar_1d_ if for eac_h flov@,]), Ry Ca”r?"t be InCre’&S(EdThus, rate matrixz satisfies the requirement for RIAS fairness.
while maintaining feasibility without decreasitgy ;- for some -
flow (¢', ') for which We make three observations about this definition. First, ob-
serve that on each link, each ingress node’s traffic will iobta
less than bandwidtfy/ N provided that its demanded bandwidth
TA(i") < I A(i) at each common link otherwise. (5)is at leastC'/N .4 Secoqd, note that these minimum bandwidth
guarantees can be weighted to provide different bandwidths
different ingress nodes. Finally, we note that RIAS faimeif-
We distinguish two cases in Definition 1. First, in Equatiofers from flow max-min fairness in that RIAS simultaneously
(4), since flowd, j) and(i’, j') have the same ingress node, theonsiders traffic at two granularities: ingress aggregates
inequality ensures fairness among an IA flow’s sub-flowsto diflows. Consequently, as discussed and illustrated beloASRI
ferent egress nodes. In the second case, floys and(i’, ;') bandwidth allocations are quite different that flow max-faiin-
have different ingress nodes and the inequality in EQugBdn ness as well as proportional fairness.
ensures fairness among different IA flows.
Figure 4 illustrates the above definition. Assuming that c&. Discussion and Comparison with Alternate Fairness Msdel
pacity is normalized and all demands are infinite, the RIAS

Ry < R;j,when =i’ 4)

fair shares are as followsR;3 = Riy = Ri5 = 0.2, and fow (9 Tow 25 —

Ris = Rys = Rys = 0.4. If we consider flow(1,2), e ow 45

. . . L I | () (3) 0 5

its rate cannot be increased while maintaining feasibilitth- 2/ (% \

out decreasing the rates of_roM/_,3), (1,4)_, or (1,5), where ” O, ® O, .

R12 > Ri3, Ri14, R15, thus violating Equation (4). If we con-

sider flow(4, 5), its rate cannot be increased while maintaining Fig. 5. Topology II: Parking Lot

feasibility without decreasing the rate of flo@, 5) or (2,5),

and thereby violating Equation (5). Here, we illustrate RIAS fairness in simple topologies and

Proposition 1: A feasible rate matrix? is RIAS-fair if and justify it in comparison with alternate definitions of fa@rss.
only if each flow(s, j) has a bottleneck link with respect i . _ _
Note that if the tandem segment hasnodes, the ring topology haxV

Pr99f3 Suppose thaR is RIAS-fair, and to pr(_)ve the nodes: if flows use shortest-hop-count paths, each linkbgiBhared by at most
proposition by contradiction, assume that there exists & flalf of the total number of nodes on the ring.



Consider the classical “parking lot” topology of Figure 5. | objective.
this example, we have 5 nodes and 4 links, and all flows sending o )
to the right-most node numbered 5. If node 5 is a gateway/f‘o E’ermanent Oscillation with Unbalanced Constant-Ragd-Tr
a core or hub node, and nodes 1 - 4 connect access networksfic Inputs
then achieving equal or weighted bandwidth shares to the cor The RPR fairness algorithm suffers from severe and perma-
is critical for packet rings. Suppose that the four flows havsent oscillations for scenarios with unbalanced trafficerBrare
infinite demand so that the RIAS fair rates are 1/4 as defingdliltiple adverse effects of such oscillations, includingtgh-
above. put degradation and increased delay jitter. The key issue is
In contrast, groportional fairallocation scales bandwidth al-that the congestion signassid.rate for Aggressive Mode and
locations according to the total resources consumed [h@af- (C/number of active statiohéor Conservative Mode do not ac-
ticular, since flow (1,5) traverses four links whereas flovbJ4 curately reflect the congestion status or true fair rate amt@
traverses only one, the former flow is allocated a propoftionodes oscillate in search of the correct fair rates.
ally lesser share of bandwidth. For proportional fairndks,
fair rates are given by?,s = .12, Rys = .16, R35 = .24, and A.1 Aggressive Mode

Rys = .48. While proportional fairness has an important role Recall that without congestion, rates are increased uoni ¢
in the Internet and for TCP flow control (see [10], [15], [18])gestion occurs. In AM, once congestion occurs, the inpesrat
in this context it conflicts with our design objective of piv of gl nodes contributing traffic to the congested link aretee
ing a minimum bandwidth between any two nodes (includinge minimum input rate. However, this minimum input rate is
gateways), independent of their spatial location. not necessarily the RIAS fair rate. Consequently, nodes-ove
Second, consider the Parallel Parking Lot topology of Fighrottle their traffic to rates below the RIAS rate. Subsejye
ure 2 which contains a Single additional flow between node%éngestion will clear and nodes will ramp up their rates. Un-
and 2. In this case, RIAS fairness allows flow (1,2) to claim adier certain conditions of unbalanced traffic, this osddlatycle
excess bandwidth on link 1 such that, = 3/4 and all other || continue permanently and lead to throughput degraati
rates remain 1/4. Observe that although RIAS fairness gesvi | et r;; denote the demanded rate of flgiv;). The AM oscil-
fair shares using ingress aggregated demand, actual retde-a |ation condition is given by the following.
termined on a flow granularity. That is, flows (1,2) and (1,5) proposition 2: For a given RIAS rate matrix?, demanded
have different RIAS fair rates despite having the same B®rqatesy, and congested link, permanent oscillations will occur

node. As described in Section I, allocations having onlina s jn RPR-AM if there is a flow(n, ) crossing linkj such that
gle ingress rate for all destinations suffer from undeliaatiion  fo|lowing two conditions are satisfied:
in scenarios such as in Figure 2.

Tose = min  min(rg, Rr) < Rp;

. n<k<j,l>
flow (1,5) flow (2,5) flow (3.5) ) |

flow (4,5)
flow (4,6)

D O—O——O— -
oreover, for small buffers and zero propagation delay, the
range of oscillations will be from, . to min(r,;, Ry;)-
For example, consider Aggressive Mode with two flows such
Finally, consider the “two exit” topology of Figure 6. Herethat flow (1,3) originating upstream has demand for the fiok |
we consider an additional node 6 and an additional flow (4,e3pacityC, and flow (2,3) originating downstream has a low
so that ingress node 4 now has two flows on bottleneck lifigte which we denote by (cf. Figure 7). Here, considering
4. In this case, the RIAS fair rates of flows (1,5), (2,5), antPw (1,3), we havej = 2, ro5c = € andRi3 = C' — ¢, where
(3,5) are stillRys = Ros = Rss = 1/4, whereas ingress 213 > 7osc @ndriz > 705 Hence the demands are constant
node 4 divides its IA fair rate of 1/4 among its two flows suckate and unbalanced.
that Rys = Rss = 1/8. This allocation contrasts to a tradi-
tional “global” flow-based max-min fair allocatioof Reference

Tose < Tnj-

Fig. 6. Topology Ill: Two-Exit Parking Lot

flow (1.3) flow (2,3)

[3, pp. 524-529] in which all 5 flows would receive rate 1/5, @ @ @
an allocation that is not desirable in packet rings. Extlatpo
ing the example to add more nodes, 9, - - - and adding flows Fig. 7. Oscillation Scenario

(4,7),(4,8),(4,9),- -, itis clear that flow-based max-min fair-
ness rewards an ingress node (node 4) for spreading outfis tr ~ Since the aggregate traffic arrival rate downstrea is e,
across many egress nodes, and penalizes nodes (1, 2, aatl 3}tk downstream link will become congested. Thus, a cormesti
have all traffic between a single ingress-egress pair. RENS f message will arrive upstream containing the transmissada r
ness in contrast, ensures that eengressnode’s traffic receives of the downstream flow, in this case Consequently, the up-
an equal bandwidth share on each link for which it demanggeam node must throttle its flow from rafkto ratee. At this
traffic. point, the rate on the downstream link2s so that congestion
clears. Subsequently, the upstream flow will increase its ra
back toC — e upon receiving null congestion messages. Repeat-
In this section, we present a number of important perforraaniag the cycle, the upstream flow’s rate will permanently besie
limits of the RPR fairness algorithm in the context of the BIA betweenC' — e and the low rate of the downstream flew

IV. PERFORMANCELIMITS OF RPR



Observe from Proposition 2 that oscillations also occuhwiB.1 Aggressive Mode

balancednput rates but unbalanced RIAS rates. An example of Here, we derive an expression for throughput loss due to 0s-

) . _ : @hations. For simplicity and without loss of generalitye con-
|dent|cal demand.'. In this case, floy\(l, 3) will permanently sider two-flow cases as depicted in Figure 7. We ignore lows pas
oscillate between rates 1/4 and 3/4 siftig = 3/4, rosc = 1/4 filtering and first characterize the rate increase part ofclecy
andris = 00, tusros < Riz andriz > rosc. denoting the minimum and maximum ratey;,, andr,, qz, re-
spectively. Further, let, denote theging.interval, 7, the prop-

flow (2,6)

AA

flow (1.3) flow (3.6) @0 ege > agation delay( the value of the second node’s queue size at

-—() ) ) O G) (s )—-  the end of thei’" aging interval, R the RIAS fair rates, and;

the buffer threshold. Finally, denotg as the upstream rate after
Fig. 8. Topology IV: Upstream Parallel Parking Lot the k*" aging.interval and let the cycle begin withy = 7,,;,.

The rate increase portion of the cycle is then charactetized

A.2 Conservative Mode the following.

Unbalanced traffic is also problematic for Conservativers = rmin
Mode. With CM, the advertised rate is determined by the num- C—rg_1

ber ofactiveflows when a node first becomes congested for wd® T TRl

consecutiveaging.intervals If a flow has even a single packet re =
transmitted during the lagtging.interval, it is considerechc-
tive. Consequently, permanent oscillations occur according to>
the following condition.

Proposition 3: For a given RIAS rate matri®, demanded "™ =~ {7k [ 7a Z (ri —R) < By
ratesr, and congested link, letn, denote the number afctive =L+l

rampcoef
{Tk | Tk S Tmazx and Tk+1 > Tmaz}

{T‘k | Qk—l =0 and Qk > 0}
i=M-1

flows on linkj, andn, denote the number of flows crossing link =M

j that have both demand and RIAS fair rate greater tian,,. and 7, Z (ri — R) > By}

Ignoring low pass filtering and propagation delay, permaasn i=L+1

cillations will occur in RPR-CM if there is a floyn, i) crossing 7~ = {7k | (N = M)7a > 7 and(N — M — 1)7, < 7.}

link 7 such that the following two conditions are satisfied ,
Note thatr 1 = i, Such that the cycle repeats according

. c to the definition of RPR-AM. From the expressions above, ob-
min(Ryi, i) < — . S A :
Ng serve that during one oscillation cycle, thé" aging intervalis
C the last interval for which the rate is less than the RIAS ffaie,

ng— +Ss < low_threshold

a

the L*" aging.intervalis the interval in which the second node’s
queue starts filling up, th&/*" aging.intervalis the interval in
which the second node’s queue reaches its threshold, atig,fina
where Fhe Nth. aging.intervalis the interval in which the rate reaches
g Z min(Ry, re0) its maximum valugm,u. o _ _
s ’ Figure 9(a) depicts the oscillations obtained accordinidp¢o
RG> g min(Res,min) <5 above model as well as those obtained by simulation for a sce-

nario in which upstream flow (1,3) has demand 622 Mbps and
downstream flow (2,3) has demand 5 MBpSbserve that even
ignoring low pass filtering, the model matches RPR-AM’s bsci

Moreover, the lower limit of the oscillation range@¥n,,. The

upper limit is less thabow_threshold, and depends on the of-

fered load of the:, flows. !
For example, consider a two-flow scenario similar to thition cycle very accurately. o

above except with theipstreamflow (1,3) having demand From this characterization of an oscnla'uon. cy_cle, we can

and the downstream flow having demafid Since flow (1,3) compute the throughput loss for the flow oscillating between

with rate ¢ is consideredactive the feedback rate of CM at "at€sro andry as follows.

link 2 is C/2, and flow (2,3) will throttle to this rate in the N
nextaginginterval. At this point, the arrival rate at node 2 is Dloss = 1 (R—r) @)
C/2 + ¢, less than théow_threshold so that congestion clears, N P

and flow (2,3) increases its rate periodically until the dewn
stream link is congested again. Repeating the cycle, tiee rathereR is the RIAS fair rate.
of the downstream flow will permanently oscillate betweégf2 Figure 10 depicts throughput loss vs. the downstream flow

andlow_threshold — e. (2,3) rate for the two-flow scenario for the analytical model
of Equation (7) and simulations. Observe that the throughpu
B. Throughput Loss loss can be as high as 26% depending on the rate of the down-

As a conseguence of permanent osci”ationsy RPR-AM aﬁueam flow. Moreover, the analytical model is quite acaurat
RPR-CM Suffer fro_m throughput degradation and are not able a5 gescribed in Section VII, the simulator provides a corgpimplementa-
to fully exploit spatial reuse. tion of the RPR fairness algorithms.
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and matches the simulation results within 2%. Finally, obse

that the throughput loss is nhon-monotonic. Namely, for dow+
stream input rates that are very small, the upstream rate c

troller value drops dramatically but quickly recovers aaréhis
little congestion downstream. For cases with higher ratendo

stream flows, the range of oscillation for the upstream rate ¢

troller is smaller, but the recovery to full rate is sloweredio
increased congestion. Finally, if the offered downstreata is
the fair rate (311 Mbps here), the system is “balanced” and
throughput degradation occurs.

B.2 Conservative Mode

lating behavior of flow (2,3) in a cycle.

C
To = e
Nq
C—rip1
TS TR rampcoef
if Ipf (rp_1 + r13) < low_threshold
ry = {r | Ipf(rx +713) > low_threshold

and Ipf(rix—1 + r13) < low_threshold}

whererys is the sending and demanded rate of flow (1,3). The
function Ipf() is the low pass filtered total transmit rateflofv
(1,3) and flow (2,3) at link 2. When the Ipf() rate is less
thanlow_thresholdat thek*" aginginterval, link 2 is not con-
gested and flow (2,3) increases its rate with a constant garam
er rampcoef At the N** aging.interval, the Ipf() rate reaches

o _threshold such that link 2 becomes congested again, and
consequently, flow (2,3) immediately sets its rate,}g,. Thus,

the maximum sending rate of flow (2,3) in steady state\is

Notice that link 2 will not be continuously congested aftes t
N*" aging.interval because flow (2,3) originates at link 2 such
that there is no delay for flow (2,3) to set its rate'tg;,,. Thus,
Adew cycle starts right after th{&/ + 1)** aging.interval.

Figure 9(b) depicts the oscillations obtained from analysi
and simulations for an example with the upstream flow (1,3)
having input rate 5 Mbps and the downstream flow (2,3) having
input rate 600 Mbps, and indicates an excellent match despit
the model simplifications.

Finally, to analyze the throughput loss of RPR-CM, we con-

Throughput loss for Conservative Mode has two originsider parking lot scenarios witN unbalanced flows originating
First, as described in Section I, the utilization in CM isrpu from N nodes sending to a common destination. For a reason-

posely restricted to less thdmigh threshold typically 95%.

able comparison, the sum of the demanding rate of all flows

Second, similar to AM, permanent oscillations occur with CN& 605 Mbps, which is less then the link capacity. TIé to

under unbalanced traffic resulting in throughput degradatnd

(N — 1) flows demand 5 Mbps, and thé'" flow that is clos-

partial spatial reuse. We derive an expression to charaeterest to the common destination demagds — 5(N — 1) Mbps.
CM throughput degradation in a two-flow scenario as above. Lie simulations, the packet size of tA&" flow is 1 KB, and that

i, denote the sending rate of flow (2,3) in thfé aging.interval

of the others is 100 B to ensure that {é — 1) flows areactive

as specified by the RPR-CM algorithm. Moreover, let the escih eachaging.interval.

lation cycle begin withrg = 7,,,:, = C/n,, wheren, is the

number ofactiveflows. The following illustrates the rate oscil-

Figure 11 depicts throughput loss obtained from simulation
as well as the above model using Equation (7). We find that the



min fairness for aingleresource is a special case of the multi-

. o wms link operational definition of [3, p. 527], and is presented i
e B Table | in the context of DVSR.

203 959
30 4 276

| A. Distributed Fair Bandwidth Allocation
20
The distributed nature of the ring bandwidth allocationipro

lem yields three fundamental issues that must be addressed i
algorithm design. First, resources mustrbmotely controlled
51 in that an upstream node must throttle its traffic according t
o = congestion at a downstream node. Second, the algorithm must
S contend withtemporally aggregated and delayed control infor-
mationin that nodes are only periodically informed about re-
Fig. 11. RPR-CM Throughput Loss mote conditions, and the received information must be a tem-
porally aggregated summary of conditions since the previou
control message. Finally, there araultiple resourceso con-
throughput loss with RPR-CM can be up to 30%, even thougiol with complex interactions among multi-hop flows. We hex
the sum of the offered load is less than the link capacity. Fiensider each issue independently.
nally, observe that the analytical model is again quite eateu
and matches the simulation results within 3% A.1 Remote Fair Queueing

Throughput Loss (%)

Number of Flows

The first concept of DVSR is control of upstream rate-
controllers via use of ingress-aggregated virtual time asra

Finally, the RPR algorithms suffer from slow convergencagestion message received from downstream nodes. For & singl
times. In particular, to mitigate oscillations even for sant node, this can be conceptually viewed as remotely transigitt
rate traffic inputs as in the example above, all measuremepigkets at the rate that they would be serviced in a GPS system
are low pass filtered. However, such filtering, when combingghere GPS determines packet service order according ta gra
with the coarse feedback information, has the effect ofydetp ularity of packets’ ingress nodes only (as opposed to irsaad
convergence (for scenarios where convergence does o¥der).egress nodes, micro-flows, etc.).
explore this effect using simulations in Section VII.

C. Convergence

V. DISTRIBUTED VIRTUAL TIME .
SCHEDULING IN RINGS (DVSR) —

Rate Controller

In this section, we devise a distributed algorithm to dynam- @ -
ically realize the bandwidth allocations in the RIAS refere
model. Our key technique is to have nodes construct a proxy ——
of virtual time at the Ingress Aggregated flow granularitist —
proxy is a lower bound on virtual time temporally aggregated
over time and spatially aggregated over traffic flows sharing
the same ingress point (IA flows). It is based on simple com- Fig. 12. lllustration of Remote Fair Queueing
putations of measured IA byte counters such that we compute
the local bandwidth sharess if the node was performing IA-  Figure 12 illustrates remote bandwidth control for a sirgle
granularity fair queueing, when in fact, the node is perfimgn source. In this case, RIAS fairness is identical to flow mag-m
FIFO queueing. By distributing this information to otherdes fairness so that GPS can serve as the ideal reference sehedul
on the ring, all nodes can remotely compute their fair rates @onceptually, consider that the depicted multiplexer |kl
downstream nodes, and rate control their per-destinat&dios  “MUX” in Figure 12(b)) computes virtual time as if it is per-
traffic to the RIAS fair rates. forming idealized GPS, i.e., the rate of change of virtuaktiis

We first describe the algorithm in an idealized settingialijt inversely proportional to the (weighted) number of backied
considering virtual time as computed in a GPS fluid systerh [2flows. The system on the right approximates the service of the
with an IA flow granularity. We then progressively remove th@eft) GPS system via adaptive rate control using virtuaktin-
impractical assumptions of the idealized setting, leadinthe formation. In particular, consider for the moment that thter
network-processor implementation described in Sectidh VI controllers receive continuous feedback of the multipiisxér-

We denoter;;(t) as the offered input rate (demanded ratéal time calculation and that the delay in receipt of thi®in
at time ¢ from ring ingress node to ring egress nodg. mationisA = 0. The objective is then to set the rate controller
Moreover let p;;(t) denote the rate of the per-destinatiowmalues to the flows’ service rates in the reference systertheln
ingress shaper for this same flow. Finally, let the operatidgthealized setting, this can be achieved by the observdiairite
maz_min;(C, z1,x2,- -+ ,,) return the max-min fair share evolution of virtual time reveals the fair rates. In thiseason-
for the user with index of a singleresource with capacit¢’, sidering a link capacit¢’ = 1 and denoting virtual time ag(t),
and demands, , zo, - - - , x,,. The operational definition of max- the rate for flowi and hence the correct rate controller value is

%v(l]

| Feedback

"""""""" 4,,<> ,,,,,,

Delay D

(a) GPS Server (b) Approximation
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simply given by this case (but not in the above case without time averaged inf
mation). Suppose that the link capacity is 1 packet per skcon
pi(t) = min(1, dv(t)/dt) and thafl’ = 10 packet transmission times. If the traffic demand
is such that six packets arrive from flow 1 and two packets from
whenu;(t) > 0 and 1 otherwise. flow 2, then 2 flows are backlogged in the interval [0,4], 1 flow
For example, consider the four flow parking lot example @ the interval [4,8], and 0 flows in [8,10]. Thus, sinke 0.8
Section Ill.  Suppose that the system is initially idle sotthahe rate limiter value according to Equation (8) is 0.8. Nt
pi(0) = 1, and that immediately after time 0, flows begin transf both flows increase their demand from their respectivegat
mitting at infinite rate (i.e., they become infinitely baciitd of 0.6 and 0.2 to this maximum rate controller value of 0.8-co

flows). As soon as the multiplexer depicted in Figure 12(b) bgestion will occur and the next cycle will have= 1 and fair
comes backloggedt) has slope 1/4. With this value instantlyrates of 0.5.

fed back, all rate controllers are immediately septe 1/4 and

flows are serviced at their fair rate. Packet Size Packet Size
Suppose at some later time the 4th flow shuts off so that the ! 14 -
0 '

fair rates are now 1/3. As the 4th flow would no longer have T o T T |
packets (fluid) in the multiplexer,(t) will now have slope 1/3

(a) Traffic Arrival for Flow 1 (b) Traffic Arrival for Flow 2

and the rate limiters are set to 1/3. Thus, by monitoringeirt Av(t)
time, flows can increase their rates to reclaim unused batidwi .

and decrease it as other flows increase their demand. Ndte tha s
with 4 flows, the rate controllers will never be set to ratelewe 47

3 -

1/4, the minimum fair rate. J I

Finally, notice that in this ideal fluid system with zero feed 1=
back delay, the multiplexer is never more than infinitesiynal o T I rrrrrrorr—»
backlogged, as the moment fluid arrives to the multiplexans|
are throttled to a rate equal to their GPS service rates. ¢jatic
buffering and delay is incurred before service by the rate co Fig. 13. Temporally Aggregated Virtual Time Feedback
trollers.

(c¢) Virtual Time

i Finally, consider that the delay to receive informationiisg

A.2 Delayed and Temporally Aggregated Control Informatiorhy, A ~. 0. n this case, rate controllers will be set at tim®

The second key component of distributed bandwidth allocéeir average fair rate for the interval— 7' — A, ¢ — A]. Con-
tion in rings is that congestion and fairness informatioarstl  sequently, due to both delayed and time averaged informatio
among nodes is necessarily delayed and temporally aggakgatate controllers necessarily deviate from their ideal &ajieven
That is, in the above discussion we assumed that virtualigmen the single resource example. We consider such effects of
continually fed back to the rate controllers without deldgw- and7 analytically in Section VI and via simulations in Section
ever, in practice feedback information must be periodyeiim- VII.
marized and transmitted in a message to other nodes on the rin _ .
Thus, delayed receipt of summary information is also fund':?\‘-'3 Multi-node RIAS Fairness
mental to a distributed algorithm. There are three components to achieving RIAS fairness en-

For the same single resource example of Figure 12, and émuntered in multiple node scenarios. First, an ingresenod
the moment forA = 0, consider that every seconds the multi- must compute its minimum fair rate for the links along its fow
plexer transmits a message summarizing the evolution tfalir paths. Thus, in the parking lot example, node 1 initiallyeiees
time over the previoug' seconds. If the multiplexer is continu-fair rates 1, 1/2, 1/3, and 1/4 from the respective nodes®n it
ously backlogged in the intervl— T, ¢], then information can path and hence sets its ingress rate to 1/4.
be aggregated via a simple time average. If the multiplexer i Second, if an ingress node has multiple flows with different
idle for part of the interval, then additional capacity isiéable egress nodes sharing a link, it must sub-allocate its p&rth
and rate controller values may be further increased acogiydi fair rate to these flows. For example, in the Two Exit Parking
Moreover,v(t) should not be reset to 0 when the multiplexerot scenario of Figure 6, node 4 must divide its rate of 1/4 at
goesidle, as we wish to track its increase over the entirdavin link 4 between flows (4,5) and (4,6) such that each rate is 1/8.
T. Thus, denoting as the fraction of time during the previougRecall that this allocation, as opposed to all flows recgjvate
interval T' that the multiplexer is busy serving packets, the rafe5, is RIAS fair.) The first and second steps can be combined
controller value should be by setting the rate limiter value to be

pi(t) = min(1, (v(t) — v(t = T))/T+ (1—1b)).  (8) pij(t) = min(l, min p/|P]]) 9)

The example depicted in Figure 13 illustrates this time -averherep is the single link fair rate at link as given by Equation
aged feedback signal and the need to incorpdrétat arises in (8) and|P;*| denotes the number of flows at limkwith ingress

, . . o nodei.’
6Note that GPS has fluid service such that all flows are servietkatical (or

weighted) rates whenever they are backlogged. "This sub-allocation could also be scaled to the demand tisévqraz_min
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Finally, we observe that in certain cases, the process takes overlap, therv(t) increases from 0O to 1 twice. Thus, the
multiple iterations to converge, even in this still idealizset- total increase in the former case is 1 and in the latter ca®e is
ting, and hence multiple intervalB to realize the RIAS fair with both cases having a total backlogging interval of 2 gack
rates. The key reason is that nodes cannot express theidgue transmission times.
mand” to all other nodes initia!ly, as they may l:_)e bqttle@tk However, a lower bound to(t)—v(t—T') can be computed by
elsewhere. For example, consider the scenario illustia®t-  5pserying that the minimum increaseift) occurs if all packets
ure 8 in which a]l flows have |nf|n!te demand. Afte_r an initial rive at the beginning of the interval. This minimum in@ea
window of durationT’, flow (2,6) will be throttled to its RIAS il then provide a lower bound to the true virtual time, asd i

fair rate of 1/4 on link 5. However, flow (1,3) will initially@ve ,5aq in calculation of the control message’s rate. We defote
its rate throttled to 1/2 rather than 3/4, as there is no wayoye asu(t)fvr}(th) +(1—b) ata particular node. Moreover, consider

_r:odﬁ tl tko know tha(tjf_lo;/v (26’;).'5 bﬁFtlﬁ?ECked elsswhere._tble?t%at the byte counts from each ingress node are orderedtsaich t
It will tlake a second Interval in which the unuse capamyail <ly < --- < i for k flows transmitting any traffic during

link 2 can be signalled to node 1, after which flow (1,3) wil he interval. Ther? is computed ever§” seconds as given by
transmit at its RIAS fair rate of 3/4. '
the pseudo code of Tablé€ .

B. DVSR Protocol

In the discussion above, we presented DVSR’s conceptual op-
eration in an idealized setting. Here, we describe the DVI®R p
tocol as implemented in the simulator and testbed. We divide
the discussion into four parts: scheduling of station vandit

TABLE |
IA-FAIR RATE COMPUTATION AT INTERVALS T’

packets, computation of the feedback signal (control ngessa if (b<1) {F=1;/CT+(1-b)}
transmission of the feedback signal, and rate limit contjria else{
i=1
B.1 Scheduling of Station vs. Transit Packets F=1/k
As described in Section I, the high speed of the transit path gg:gé:i]:y _1
and requirements for hardware simplicity prohibit perrags , -
transit queues and therefore prohibit use of fair queueirang th':lgu(n(tli/CT < F)&&(1:/CT = F)) {

of its variants, even at the IA granularity. Consequentlg, w .

employ first-in first-out scheduling of all offered traffidgtion Reapacity -=;/CT

or transit) in both the simulator and implementation. 7= Rcapacity / Count
Recall that the objective of DVSR is to throttle flows to their b =lit1

ring-wide RIAS-fair rate at the ingress point. Once this is h

achieved and steady state is reached, queues will remaityemp }

and the choice of the scheduler is of little impact. Before-co

vergence (typically less than several ring propagatiomsirim

our experiments) the choice of the scheduler impacts the jit

ter and short-term fairness properties of any fairnessrilgo. Note that wherb < 1 (the link is not always busy over the

While a number of variants on FIFO are possible, especialiyevious interval), the value df is simply the largest ingress-

when also considering high priority class A traffic, we leave aggregated flow transmission rdig/ CT' plus the unused ca-

detailed study of scheduler design to future work and fogus pacity. Whenb = 1, the pseudo-code computes the max-min

the fairness algorithm. fair allocation for the largest ingress-aggregated flowhsa ¥

is given byF = max_ming (1,11 /CT,ls/CT,---1;,/CT).
Implementation of the algorithm has several aspects not yet
As inputs to the algorithm, a node measures the number of described. First) is easily computed by dividing the number of

riving bytes from each ingress node, including the statomey bytes transmitted by'T', the maximum number of bytes that

a window of duratiori’’.® We denote the measurement at thisould be serviced iff". Second, ordering the byte counters

node from ingress nodeas!; (omitting the node superscript forsuch thatl; < i < --- < [; requires a sort with complexity

simplicity). O(klogk). For a 64 node ring with shortest path routing, the
First, we observe that the exact value/of) —v(t—T) cannot maximum value of: is 32 such thak log & is 160. Finally, the

be derived only from byte counters a§) exposes shared con-main while loop in Table | has at moktiterations. As DVSR’s

gestion whereas byte counts do not. For example, consider ggomputational complexity does not increase with link cagac

two packets from two ingress nodes arrive in a window of durand typical values of are 0.1 to 5 msec, the algorithm is easily

tion 7. If the packets arrive back-to-back, theft) increases by performed in real time in our implementation’s 200 MHz net-

1 over an interval of 2 packet transmission times. On theroth&ork processor.

hand, if the packets arrive separately so that their sedoss

B.2 Feedback Signal Computation

operator. For simplicity, we consider equal sub-allocatiere. 9For simplicity of explanation, we consider the link capgai to be in units
8Thus the measurements used by DVSR are identical to thosERf R bytes/sec and consider all nodes to have equal weight.
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B.3 Feedback Signal Transmission A. Scenario

We next address transmission of the feedback signal. In our
. . . Node Rate Scheduler
implementation, we construct a single N-byte control mgssa Buffer Controller  Buffer
containing each node’s most recently computed valug sfich
that the message contaifid, F2, - -. . F'N for the N-node ring.
Upon receiving a control message, nodeeplaces thet" byte
with its most recently computed value 6f* as determined ac-
cording to Table I.

An alternate messaging approach more similar to RPR is to 3
have each node periodically transmit messages with a single : -
value F™ vs. having all values in a circulating message. Our Feedback
adopted approach results in fewer control message paeksttr
missions.

Fig. 14. Single Node Model for DVSR

We consider a simplified but illustrative scenario with reeno
fair queueing and temporally aggregated feedback as inr&igu

The final step is for nodes to determine their rate controllé2. We further assume that the multiplexer is an ideal fluiGGP
values given their local measurements and current valug$.of serveri® and that the propagation delayAs = 0. We consider
This is achieved as described above in which each (ingres&) ntwo flows: and; that have infinite demand and are continuously
sub-allocates its per-link fair rates to the flows with diffiet backlogged. For all other flows we consider the worst cage tra

B.4 Rate Limit Computation

egress nodes. fic pattern that maximizes the service discrepancy betweess fl

1 andj. Thus, Figure 14 depicts the analysis scenario and high-
C. Discussion lights the relative roles of the node buffer queueing statiaf-

fic at rate controllers vs. the scheduler buffer queueirfjdrat

We make several observations about the DVSR algorith
First, note that if there ar& nodes forwarding traffic through a We say that a flow isiode-backloggedf the buffer at its

particular transit Qo_de, rate.controllers wil never betse’ate.s ingress node’s rate controller is non-empty and that a flow is
belowl/N, _the minimum fair rate. Thus, even if all band_W'dths heduler-backloggeifl the (transit/station) scheduler buffer is
IS temporarlly recla.ume.d .by other nodes, each qode canimme on-empty. Moreover, whenever the available service tateea
atelly transmit at this m'mmlfjm rat(_e”; ahfter lrecsl\{lng thetﬁ' GPS multiplexer is larger than the rate limiter value in DVSR
;;?rnrggiseigt?rh:giglz as”g];rnec;ter tvrvillanturrwct)itlt; tp:&(r::sesare s(:zr- the flow is.referred_ to asver-throttled Likewi_se_, if the avqilable

. ) ' GPS service rate is smaller than the rate limiter value in RYS
vicedin FIFO order. . the flow isunder-throttled Note that as we consider flows with
. Next, observe that by weighting ingress nodes, any setof Mjggnite demand, flows are always node-backlogged such that
imum rafes can be aCh'eVEd] prowded_ that the sum of such M¥fic enters the scheduler buffer at the rate controlleats.
imum rates is less than the link capacity. Observe that the scheduler buffer occupancy increasesierun

Third, we note that the DVSR protocol is a distributed mechyottled situation. However, while an over-throttlecusition

anism to compute the RIAS fair rates. In particular, to cl®! 4y result in a flow being under-served, it may also be over-
the RIAS fair rates, we first estimate the local IA-fair ratess  garyved if the flow has traffic queued previously.

ing local byte counts. Once nodes receive their locallyreties,
they adapt their rate limiter values converging to the RIA®$. B. Fairness Bound

Finally, we observe that unlike the RPR faimess algorithm, 1, characterize the deviation of DVSR from the reference

DVSR does not low pass filter control signal values at trangjfoqe| for the above scenario, we first derive an upper bound on
nodes nor rate limiter values at stations. The key reasdais tyq ota| amounts of over- and under-throttled traffic asrefu
the system has a natural averaging interval built in viaqeBei i, of the averaging intervar.

transmission of control signals. By selecting a controhalg ¢ notational simplicity, we consider fixed size packetshsu
that conveys a bound on the time-averaged increase in I8alirt y, ¢ ime is slotted, and denoték) as the virtual time at time
time as opposed to the station transit rate, no further da@ipi 1.7 \oreover, leth(k) denote the total non-idle time in the
required. interval [kT', (k + 1)T] and denote the number of flows (rep-
resenting ingress nodes) BY. The bound for under-throttled
traffic is derived as follows.

There are many factors of a realistic system that will result Lemma 1:A node-backlogged flow in DVSR can be under
in deviations between DVSR service rates and ideal RIAS ffirottled by at mostl — +)CT.
rates. Here, we isolate the issue of temporal informatigreg Proof: For a node-backlogged flow an under-throttled
gation and deve|0p a Simp|e theoretical model to Study ﬂ[bwsituation occurs when the fair rate decreases, since thenfitbw
impacts system fairness. The technique can easily be eedentgmporarily be throttled using the previous higher ratesunh

to St_Udy the impact of propagation delay, an issue we omit foforpe trye pvsr scheduler, packet FIFO, would be intractatnléte analy-
brevity. sis below.

tPansit nodes.

VI. ANALYSIS OF DVSR FAIRNESS
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a case, the average slopewdf) decreases between timg¥ guaranteed to obtain a fair share of service. Hence, the sibp
and(k + 1)T. For a system withV flows, the worst case of s(t) will be no less than that of (¢). Otherwise, flowi would be
under-throttling occurs when the slope repeatedly deessfas  in an over-throttled situation, andt) = p(¢), and from Lemma
N consecutive periods of duratidi Otherwise, if the fair rate 2, p(t) is no less tharf(t) — (1 — +)CT. Also notice thats(t)
increases, flow will be over throttled, and the occupancy of thean be no larger thap(t), so that the service(t) for flow i is
scheduler buffer is decreasing during that period. Thusjras within the range of 1 — %)CT of f(t) as well.

ing flow ¢ enters the system at time 0, and denofingN) as

the total amount of under-throttled traffic for flawby time NV, 6 »
we have -:- ;:tresggrr:roller
5 —— Service Obtained
N-—-1 p,’
Ui(N) = —v(k—1)) = (v(k + 1) — v(k))) 4
k= O o
= (v(0) —v(=1)) = (v(N) —v(N — 1)) 3
1 K
S (O N )T i ’”—"o_-_of[“—
o
sincev(k + 1) — v(k) is the total service obtained during slot il '
kT for flow ¢ as well as the total throttled traffic for slok +
1)T. The last step holds because for a flow with infinite demand, 0 2 * dimem ° ? 0
v(k) — v(k — 1) is betweent:CT and CT during an under-
throttled period. [} Fig. 15. lllustration of Fairness Bound
Similarly, the following lemma establishes the bound fa th
over-throttled case. From the above analysis, we can easily derive a fairness
Lemma 2:A node-backlogged flow in DVSR can be ovepound for two flows with infinite demand as follows.
throttled by at mosf1 — %)CT. Lemma 3: The service difference during any interval for two

Proof: For a node backlogged flow over throttling oc- flowsi and; with infinite demand is bounded I(C — +C)T
curs when the available fair rate increases. In other wadsynder DVSR.
flow will be over throttled when the average slopewdf) in- Proof: Observe that scheduler-backlogged flows will get
creases fronkT to (k + 1)T. The worst case is when thisno less than their fair shares due to the GPS scheduler. There
occurs for N consecutive periods of duratidf. For over- fore, for an under-throttled situation, each flow will raeeino
throttled situations, the server can potentially be idlecérding less than its fair share. Hence unfairness only can occimglur
to DVSR, the total throttled amount for time sidt+ 1) will be  over-throttling. In such a scenario, a flow can only obtaidiad
v(k+1)—v(k)+ (1 —b(k))CT. Thus, assuming flowenters tional service of its under-throttled amount. On the othamd
the system at time 0, and denotiog(N) as the over-throttling a flow can at most be under-served by its over-throttled amoun

of flow ¢ by slot N, we have that From Lemmas 1 and 2, this amount can at mo(id&— %C’)T
|
N-1 . .
Oi(N) < Z min(1, v(k + 1) — v(k) + (1 — b(k))CT)) Finally, note that for the special case Bf= 0, the bound

goes to zero so that DVSR achieves perfect fairness withgut a

h=0 over/under throttling.

—min(1, (v(k) —v(k —1)+ (1 —b(k — 1))CT))
= (min(l,v(N)—ov(N —1)+ (1 = b(N —1))CT))
)

—(min(1, v(0) — v(=1) + (1 = b(=1))CT) :
The above methodology can be extended to multiple DVSR
< (C- NC)T nodes in which each flow has one node buffer (at the ingress
point) but multiple scheduler buffers. In this case, under-
where the last step holds sineg(k) — v(k — 1) + (1 — b(k — throttled traffic may be distributed among multiple schedul
1))CT is no less thar%CT. m buffers. On the other hand, for multiple nodes, to maximize
Lemmas 1 and 2 are illustrated in Figure 15. lfgt) (la- spatial reuse, DVSR will rate control a flow at the ingressenod
belled “fair share”) denote the cumulative (averaged)d$hmre using the minimum throttling rate from all the links. By sub-
for flow i in each time slot given the requirements in this timgtituting the single node throttling rate with the minimuater
slot. Letp(t) (labelled “rate controller”) denote the throttledamong all links, Lemmas 1 and 2 can be shown to hold for the
traffic for flow 7. Lemmas 1 and 2 specify tha(t) will be multiple node case as well.
within the range of 1 — & )CT of f(t). Despite the simplified scenario for the above analysis,asdo
Furthermore, let(¢) (labelled “service obtained”) denote theprovide a simple if idealized fairness boundt”' — %C)T
cumulative service for flow. Then DVSR guarantees that ifFor a 1 Gb/sec ring with 64 nodes ahd= 0.5 msec, this corre-
flow ¢ has infinite demands(¢) will not be less thanf(¢) — sponds to a moderate maximum unfairness of 125 kB, i.e., 125
(1 — £)CT. This can be justified as follows. As long a&) kB bounds the service difference between two infinitely back
is less thamp(t) (i.e., flow: is scheduler backlogged), floinis logged flows under the above assumptions.

C. Discussion
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VII. SIMULATION EXPERIMENTS achieve the correct RIAS fair rates (622/4) to withii%. In

In this section, we use simulations to study the performan((‘:%ntr,aSt’ W'th,OUt th? coordinated pandmdt_h control Ofm
of DVSR and provide comparisons with the RPR fairness aﬁlgonthms, GigE fails to ensure fairness, with flow (4,5)et-
gorithm. Moreover, as a baseline we compare with a Gigaﬂ?g
Ethernet (GigE) Ring that has no distributed bandwidth int
algorithm and simply services arriving packets in first-istfi
out order. Unfairness among congestion-responsive TCP flows and non-

We divide our study into two parts. First, we study DVSResponsive UDP flows is well established. However, suppose
in the context of the basic RPR goals of achieving spatisdeewne ingress node transmits only TCP traffic whereas all other
and fairness. We also explore interactions between TCP cimgress nodes send high rate UDP traffic. The question is
gestion control and DVSR’s RIAS fairness objectives. Segorwhether DVSR can still provide RIAS fair bandwidth allocati
we compare the convergence times of DVSR and RPR. We tdathe node with TCP flows, i.e., can DVSR provide inter-node
not further consider scenarios with unbalanced traffictbstilt performance isolation? The key issue is whether DVSR’s re-
in oscillation and throughput degradation for RPR as tekate claiming of unused capacity to achieve spatial reuse wiltlar

50% throughput share whereas flow (1,5) obtains 125%.

A.2 Performance Isolation for TCP Traffic

Section IV, the throughput of the TCP traffic.
All simulation results are obtained with our publicly avail
able ns-2 implementations of DVSR and RPR. Unless other- 03 -
wise specified, RPR simulations refer to the default Agdvess mo o 662
Mode. We consider 622 Mbps links (OC-12), 200 kB buffer 0251 | Ca0fiows | [ 5

size, 1 kB packet size, and 0.1 msec link propagation delay be
tween each pair of nodes. For a ring8fnodes, we set’ to

be 0.1 N msec such that one DVSR control packet continually
circulates around the ring.

0.2 123.4
106
0.15

0.1 4

Normalized Throughput

A. Fairness and Spatial Reuse

A.1 Fairness in the Parking Lot

TCP flow (1,5) UDP flows (2-4,5)

Flow

Fig. 17. DVSR'’s TCP and UDP Flow Bandwidth Shares
0.6 -

EDVSR

To answer this question, we consider the same parking lot
topology of Figure 5 and replace flow (1,5) with multiple TCP
micro-flows, where each micro-flows is a long-lived TCP Reno
flow (e.g., each representing a large file transfer). The ir@nma
three flows are each constant rate UDP flows with rate 0.36186.
Mbps).

Ideally the TCP traffic would obtain throughput 0.25, which
| is the RIAS fair rate between nodes 1 and 5. However, Fig-

flow (1,5) flow (2,5) flow (35) flow (4,5) ure 17 indicates that whether this rate is achieved depemds o
Flow the number of TCP micro-flows composing flow (1,5). For ex-
ample, with only 5 TCP micro-flows, the total TCP throughput
Fig. 16. Parking Lot for flow (1,5) is 0.17, considerably above the pure excess ca-
pacity of 0.1, but below the target of 0.25. The key reason is

We first consider the parking lot scenario with a ten-nodg rinhat upon detecting loss, the TCP flows reduce their rate pro-
as depicted in Figure 5 and widely studied in the RPR standaggting further excess capacity for the aggressive UDP flaws t
ization process [9]. Four constant-rate UDP flows (1,56)2, reclaim. The TCP flows can eventually reclaim that capadiy v
(3,5), and (4,5) each transmit at an offered traffic rate &f 62near increase of their rate in the congestion avoidaneseh
Mbps, and we measure each flow's throughput at node 5. Blgt their throughput suffers on average. However, thisceffe
perform the experiment with DVSR, RPR Aggressive Modgs mitigated with additional aggregated TCP micro-flowstsuc
RPR Conservative Mode, and GigE (for comparison, we set tiat for 20 or more micro-flows, the TCP traffic is able to ob-
GigE link rate to 622 Mbps) and present the results in Figére kain the same share of ring bandwidth as the UDP flows. The
The figure depicts the average normalized throughput fdn eaeason is that with highly aggregated traffic, loss eventaato
flow over the 5 second simulation, i.e., the total receivatfitr present the UDP traffic with a significant opportunity to el
at node 5 divided by the simulation time. The labels above the
bars represent the un-normalized throughput in Mbps. HFor DVSR, we have repeated these and other experiments asigtdPon-

. . . . off flows with various parameters and found identical avertigroughputs.

We make the followmg observations about the flggre. Fir he issue of variable rate traffic is more precisely explongtth the TCP and
DVSR as well as RPR-AM and RPR-CM (not depicted) alonvergence-time experiments below.

Normalized Throughput
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excess bandwidth, and DVSR can fully achieve RIAS fairness. 08 -
In contrast, for GigE and 20 TCP flows, the TCP traffic obtains o7 |

a throughput share of 13%, significantly below its fair shafre mDVSR
0.6 -

464.5

25%. Thus, GigE rings cannot provide the node-level perfor- 3 OGigE
mance isolation provided by DVSR rings. S 051 3108 5105
o
. . , £ 04l
A.3 RIAS vs. Proportional Fairness for TCP Traffic 3
% 031 157.5 154 1551555 1555
E o2y 104
0.35 4 o
EDVSR 201.5 = 0.1 - 52
03 1 O GigE .
§_ 0.25 {150.5 152.5 150 1915 2 flow (1,5) flow (2,5) flow (3,5) flow (4,5) flow (1,2)
S 9 Flow
S 02 205
=
5 0154 Fig. 19. Spatial Reuse in the Parallel Parking Lot
% 0.1
£
2 005 are staggered such that flows (1,5), (2,5), (3,5), and (&b
ol ‘ ‘ ‘ L transmission at times 0, 0.1, 0.2, and 0.3 seconds resphctiv
flow(15)  flow(@5)  flow(35)  flow (45) Figure 20 depicts the throughput over windows of durafion
Flow for the three algorithms. Observe that DVSR converges in two

ring times, i.e., 2 msec, whereas RPR-AM takes approximyatel
50 msec to converge, and RPR-CM takes about 18 msec. More-

i . .over, the range of oscillation during convergence is sigaiftl
Next, we consider the case that each of the four flows in the, o for IgVSR as compared t(? RPR Hgowever ngte tﬁ/at he
parking lot is a single TCP micro-flow, and present the corrg; : '

. L gorithms have a significantly different number of contreds-
sponding th_roughp_uts f_or DVSR and _G'gE in Figure 18. A§ ges. RPR’s control update interval is fixed to 0.1 msecato th
expected, with a GigE ring the flows with the fewest numbercﬁf

Fig. 18. DVSR Throughputs for TCP Micro-Flows

2 " ; . RPR-AM and RPR-CM have received 180 and 500 respective
hops and lowest round trip time receive the largest bandwi

. e ontrol messages before converging. In contrast, DVSRédyas r
shares (cf. Section Ill). However, DVSR seeks to eliminate.. g ging

such spatial bias and provide all ingress nodes with an equ?t/ed 2 control messages.
share. For DVSR and a single flow per ingress this is achie or each of the algorithms, we also explore the sensitivity o

Y] . . '
. . . . t%e convergence time to the link propagation delay and faeklb
to within approximately-8%. This margin narrows ta- 1% by Update timge. We find that in bc?th Fc)ages the re?/ationships are

10 TCP micro-flows per ingress node (not shown). Thus, wi argely linear across the range of delays of interest foropetli-
sufficiently aggregated TCP traffic, a DVSR ring appears ag.a

. . . . an networks. For example, with link propagation delays in-
g_rll_gly_lse node to TCP flows such that there is no bias to differe r{;ased by a factor of 10 so that the ring time is 10 msec, DVSR

takes approximately 22 msec to converge, slightly larganth
2T.

Finally, we note that RPR algorithms differ significantly in
We now consider the spatial reuse scenario of the Paratietir ability to achieve spatial reuse with unbalanceditafs
Parking Lot (Figure 2) again with each flow offering traffic atlescribed in Section IV, RPR-AM and RPR-CM suffer from
the full link capacity (and hence, “balanced” traffic loadys permanent oscillations and throughput degradation inscase

described in Section Ill, the rates that achieve IA fairnesde  unbalanced traffic. In contrast DVSR achieves rates witHif0
maximizing spatial reuse are 0.25 for all flows except flo2) 1, of the RIAS rates in simulations of all unbalanced scenaies
which should receive all excess capacity on link 1 and receigented in Section IV.
rate 0.75.

Figure 19 shows that the average throughput for each flow VIII. N ETWORK PROCESSORIMPLEMENTATION
for DVSR is within £1% of the RIAS fair rates. RPR-AM The logic of each node’s dynamic bandwidth allocation al-

and RPR-CM can also achleve_the_se ideal rates_W|th|n the Saé%thm depicted in Figure 3 may be implemented in custom

range when using the per-destination queue option. In asitr . :

as with the Parking Lot example. GiaE favors downstream flo hardware or in a programmable device such as a Network Pro-
Wi ng . xample, SIgE favors dow WRssor (NP). We adopt the latter approach for its feasibiiian

for the bottleneck link 4, and diverges significantly froneth . ; -

RIAS fair rat academic research lab as well as its flexibility to re-progsad

arrrates. test algorithm variants. In this section, we describe ouplén

mentation of DVSR on a 2 Gh/sec Network Processor testbed.

The DVSR algorithm is implemented in assembly language in
In this experiment, we study the convergence times of the &te NP, utilizing the rate controllers and output queuingtam

gorithms using the parking lot topology and UDP flows witlof the NP in the same way that a hardware-only implementa-

normalized rate 0.4 (248.8 Mbps). The flows’ starting timeson would. The result allows an accurate emulation of DVSR

A.4 Spatial Reuse in the Parallel Parking Lot

B. Convergence Time Comparison
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Fig. 20. Algorithm Convergence Times

behavior in a realistic environmet. Thus, considering the generic RPR node architecture of Fig-
) ure 3, the dynamic bandwidth allocation algorithm and fadva

A. NP Scenario ing logic is programmed on the NP, and all other componeets ar

The DVSR implementation is centered around a Vites§@rdware. On the transit path, the DVSR rate calculation-alg
1Q2000 NP, (part no. VSC2100 [24]). The 1Q2000 has fouithm is implemented in approximately 171 instructions. rieto
200 MHz 32-bit RISC processing cores, each running four ugfer, the logic for nodes to compute their ingress rate otletr
contexts and including 4 KB of local memory. This allows ujyalues given a received control signal contains approxtyd0
to 16 packets to be processed simultaneously by the NP. Fstructions, plus 37 to write the values to hardware. Thgse
communication interfaces, it has four 1 Gbps input and autgerations are executed every T seconds. In our implementatio
ports with eight communication channels each, one of whichthe NP also contains forwarding logic which increases the NP
connected to an eight port 100 Mbps Ethernet MAC (part ng/orkload.
VSC2800 [24]). Its memory capacity is 256 MB of external
DRAM memory and 4MB of external SRAM memory. B. Testbed

As described in Section V, the inputs to the DVSR bandwidth n our testbed configuration, we emulate an eight node ring
control algorithm are byte counts of arriving packets. 18 thyode on a single NP using 24 interfaces operating at 100 Mb/s
NP, these byte counts are kept per destination for statf treach as illustrated in Figure 21. For each station conmegctio
fic and per ingress for transit traffic, and are updated wittheaseyen of the eight queues are assigned to the seven destinati
packet arrival and stored in SRAM. Using these measuremeRigjes on this ring as in Figure 3. Transit traffic and control
as inputs, the main steps to computing the IA fair bandwisth gaffic occupy two additional queues.
given in Table | are written in a MIPS-like assembly language
and performed by the RISC processors.

In our implementation, a single control packet circulatas-c Host 0 Host 1 Host 2 Host 7
tinuously around the ring. The control packet contdihg-byte ! ! ) i
virtual-time fair rate value$, - -- , Fy (N is 8 for our testbed VEC2800 - Eignt Port 10100 Ethernet MAG ‘
and no larger than 256 for IEEE 802.17.) Upon receiving the Foo | Foi] fe for |
control packet, node stores theV bytes to local memory, up- ! *ﬂ,' ‘i.‘ ‘ﬁ,___ﬁ,‘ v
dates its own value df},, and forwards the packet to the next up- ModeD | Bo | Nodel | gt |NedeE | g ss |NweT
stream node. Using the receivédy, - - - , Fiy, the control soft- T B7 7
ware computes the rate limiter values as given by Equatipn (9 o B ek o
The rate limiter values are therefore discretized to 256iptes
values between 0 and the link capacity. Fig. 21. Testbed Configuration

The output modules for each of the ports contain eight hard-

ware queues per output channel, and each of these queues cag illustrated in the figure, the eight Ethernet interfackthe
be assigned a separate rate limit. Hence, for our 8-node riRGC2800 connected to port C provide the eight station connec
we use these hardware rate limiters to adaptively shaperstations. Ports A and B of the NP emulate the outer and inner rings
traffic according to the fairness computation by writingtoen- - respectively, and each channel represents one of the nede-t
puted values of the station throttling rates to the outputial®  node connections. The arrival port and channel informaition
Finally, on the data path, the DRAM of the NP containgeadily available for each packet so that the processor etar-d
packet buffers to hold data on the output queues, with a a&paimine which node to emulate for the current packet. For exampl
gueue for transit vs. station traffic, and transit trafficesilled g packet arriving from port A on channel 0 has arrived from the
alternately with the rate-limited station traffic. inner ring connection of node 1 (it has come from node 0).
12DVSR  assembly  language  modules are  available at 1here are several factors in the emulation which may differ
http:/mww.ece.rice.edu/networks/DVSR. from the behavior of a true packet ring. Since the “connestio
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between nodes are wires within a single chip, the link prapagion to fairness, etc. Similarly, ABR rate control [12], [Rand

tion delay is negligible. In order to have increased lateagy other distributed fairness protocols [1], [16] can achiewex-

in a realistic scenario, the emulation includes a mechafiism min fairness, and as with TCP, provides a natural mechanism

delaying a packet by a tightly controlled amount of time Ibefo for spatial reuse. However, packet rings provide a highl-sp

it is transmitted. In the experiments below, we have setethesalized scenario (fixed topology, small propagation dg|dn-

values such that the total ring propagation delay (and h&hcemogeneous link speeds, a small number of 1A flows, etc.) so

is 0.6 msec. that algorithms can be highly optimized for this environmen
Since all nodes reside in the same physical chip, all infermand avoid the longer convergence times and complexities ass

tion (particularly the rate counters) is accessible to thalation ciated with end-to-end additive-increase multiplicatilecrease

of all nodes. However, to ensure accurate emulation, adlrextprotocols.

nal memory accesses are indexed by the number of the currerithe problem also arises in specialized scenarios such as wir

node, and all control information is read and written to tbe-c less ad hoc networks. Due to the finite transmission range of

trol packet only. wireless nodes, spatial reuse can be achieved naturally whe
different sets of communicating nodes are out of transiissi
C. Results range of one another. However, achieving spatial reuseighd h

We performed experiments in two basic scenarios: the patiilization is at odds with balancing the throughputs ofetif
ing lot and unbalanced traffic. For the parking lot experitagn€nt flows and hence in achieving fairness. Distributed &sisn
we first use an 8 node ring and configure a parking lot scena@iad medium access algorithms to achieve max-min fairness an
with 2 flows originating from nodes 1 and 2 and all with destin@roportional fairness can be found in references [14] a®d [1
tion node 3. A unix workstation is connected to each node witaspectively. While sharing similar core issues as RPR) soe
the senders running a UDP constant-rate traffic generatimn putions are unfortunately quite specialized to ad hoc neteo
gram and the receiver running tcpdump. In the experimenh e&and are not applicable in packet rings, as the schemes exploi
source node generates traffic at rate 58 Mbps such that the-dothe broadcast nature of the wireless medium.
stream link is significantly congested. Using on-chipmaniity ~ Achieving spatial reuse in rings is also a widely studied<cla
tools, we found that the byte value of the control message wgigal problem in the context of generalizing token ring pootis
Ox7F in the second node’s fields. Consequently, the upstreég@e [6], [22] and the references therein). A notable exanspl
rates were all correctly set to 100 Mbps times 0x7F/OxFF atite MetaRing protocol [4], which we briefly describe as folt
the fair rates were achieved within a narrow margin. SirgjlarMetaRing attained spatial reuse by replacing the tracafitor
we performed experiments with a three-flow parking lot witken of token rings with a 'SAT’ (satisfied) message desigreed s
the upstream flows generating traffic at rate 58 Mbps and ttt each node has an opportunity to transmit the same number
downstream flow generating traffic at 97 Mbps. The measuretipackets in a SAT rotation time. In particular, the algomit
rate limiter values yielded the correct values of 0x55 fottaee  has two key threshold parametdisand L, K > L. A sta-
flows. The throughputs of the three flows were measured usii is allowed to transmit up té& packets on any empty slot
tcpdump as 33.7, 33.7, and 32.6 Mbps. Next, we considefe@tween receipt of any two SAT messages (i.e., after transmi
the case of unbalanced traffic problematic to RPR. Here, tieg K packets, a node cannot transmit further until receiving
upstream flow inputs traffic at nearly 100 Mbps and the dowanother SAT message.) Upon receipt of the SAT message, if the
stream flow inputs traffic at rate 42 Mbps. The measured rai@tion has already transmittécackets, it is termed “satisfied”
limiter value of the upstream flow was 0x94, correctly set8o 5and forwards the SAT message upstream. Otherwise, if the nod
Mbps. has transmitted fewer thanpackets and is backlogged, it holds

In future work, we plan to configure the testbed with 1 Gb/sée SAT message until packets are transmitted. While pro-
interfaces and perform a broader set of experiments to shedy viding significant throughput gains over token rings, tharse
impact of different workloads (including TCP flows), configugranularity of control provided by holding a SAT signal lisi
rations (including the Parallel Parking Lot), and many a# thsuch a technique’s applicability to RPR. For example, tre pr

scenarios explored in Section VII. tocol’s fairness properties were found to be highly depahde
on the parameterK and L as well as the input traffic patterns
IX. RELATED WORK [2]; the SAT rotation time is dominated by the worst case link

The problem of devising distributed solutions to achiexghhi Prohibiting full spatial reuse; etc.
utilization, spatial reuse, and fairness is a fundamenie o
that must be addressed in many networking control algosthm
Broadly speaking, TCP congestion control achieves theaksgo In this paper, we presented Distributed Virtual-time Sched
in general topologies (see [10], [15], [18] for example).viHo ing in Rings, a dynamic bandwidth allocation algorithm tegl
ever, as demonstrated in Section VII, a pure end-pointisolut to achieve high utilization, spatial reuse, and fairnegsaioket
to bandwidth allocation in packet rings results in spatialsb rings. We showed through analysis, simulations, and implem
favoring nodes closer to a congested gateway. Moreovef, etation that DVSR overcomes limitations of the standard RPR a
point solutions do not provide protection against misbéigav gorithm and fully exploits spatial reuse, rapidly convexr¢gpi-
flows. In addition, the goals of RPR are quite different thagally within two ring times), and closely approximates aleal-
TCP: to provide fairness at the ring ingress-node grartylasi. ized fairness reference model, RIAS. Finally, we note tHAISR
TCP micro-flow granularity; to provide rate guarantees idiad and the DVSR algorithm can be applied to any packet ring tech-

X. CONCLUSIONS



nology. For example, DVSR can be used as a separate fairness
mode for RPR or as a control mechanism on top of Gigabit Eth-
ernet used to ensure fairness in Metro Ethernet rings.
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