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Abstract— In this paper, we study the gains from oppor-
tunistic spectrum usage when neither sender or receiver are
aware of the current channel conditions in different frequency
bands. Hence to select the best band for sending data, nodes
first need to measure the channel in different bands which takes
time away from sending actual data. We analyze the gains from
opportunistic band selection by deriving an optimal skipping
rule, which balances the throughput gain from finding a good
quality band with the overhead of measuring multiple bands.
We show that opportunistic band skipping is most beneficial
in low signal to noise scenarios, which are typically the cases
when the node throughput in single-band (no opportunism)
system is the minimum. To study the impact of opportunism on
network throughput, we devise a CSMA/CA protocol, Multi-
band Opportunistic Auto Rate (MOAR), which implements
the proposed skipping rule on a per node pair basis. The
proposed protocol exploits both time and frequency diversity,
and is shown to result in typical throughput gains of 20%
or more over a protocol which only exploits time diversity,
Opportunistic Auto Rate (OAR).

I. INTRODUCTION

A significant characteristic of wireless channels is time-
varying fading caused by multiple transmission paths be-
tween a source and the destination. Though traditionally
viewed as a source of unreliability which needs to be
mitigated, the modern view is to exploit the channel fluc-
tuations opportunistically when and where the channel is
strong [1], [2], [3], [4], [5].1 In many wireless systems, the
available spectrum is more than what a single-device can use
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1The change of design philosophy can also be attributed to increases in
signaling bandwidths. Newer systems have much wider bandwidths, which
ensures that same-channel variations appear to occur much more slowly;
see coherence time expressions in [6].

for transmission (e.g., IEEE 802.11). Thus, the system has
multiple frequency bands available for transmission. In this
paper, we study the opportunistic use of multi-band diversity.

Our contributions in this paper are two-fold. First, we
derive bounds on the throughput of multi-band wireless sys-
tems. If the transmitter and receiver have perfect knowledge
of channel SNR in each frequency band, then the optimal
strategy is to choose the band with highest SNR. For the
genie-aided system, the throughput of a K-band system
is only log log K more than the single-band system for
medium to large SNRs. However, for low SNRs, the K-
band throughput is log K times more than a single-band
system. Hence, the biggest gain is in low-SNR regimes.

However, in practical systems, channel quality is unknown
to either the transmitter or receiver, and has to be measured
periodically, thereby incurring a resource overhead. The
resource overhead is fundamental for measurement-based
systems and increases with the number of bands K. To
characterize the throughput gain of a K band system, we
derive the optimal finite-horizon stopping rule which bal-
ances the measurement overhead with expected throughput.
Using the metric of throughput gain over a single-band
measurement based system, we characterize the regimes
in which opportunistic selection is most beneficial. Much
like in the genie-aided system, the gains from opportunistic
selection are significant at low SNRs. For example, a 10-
band system can have twice the throughput of a single-band
system. However, as the average signal to noise ratio of each
band increases, then a single-band system performs almost
as well as any K band system.

Second, we propose a medium access control (MAC) pro-
tocol in the context of IEEE 802.11 standards, all versions
(a/b/g) of which have multiple bands (commonly known
as channels) for transmission. The protocol, termed, Multi-
band Opportunistic Auto Rate (MOAR), allows nodes to
opportunistically find the bands with the best channel quality
and seeks to optimally balance the throughput gain with
measurement overhead. MOAR combines multi-band fre-
quency diversity with time-diversity as exploited in OAR [7],
which sends multiple back-to-back packets in better channel
conditions. MOAR nodes make a run-time decision as to
whether they should continue to probe additional bands in
search of a higher quality channel, or use the current band.
The other key aspect of the MOAR protocol is ensuring
that the transmitter and receiver stay synchronized in their
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band skipping and do not end up alone on a new band.
At the same time, the protocol has to ensure carrier-sense
for other nodes in the system such that access is as fair
as IEEE 802.11 in access probability. Finally, we explore
the performance of MOAR via extensive ns-2 simulations
and study factors impacting the performance of MOAR. Our
experiments show that MOAR outperforms state-of-the-art
multi-rate protocols by 20% to 25%. We note that MOAR is
compared with multi-rate protocols [7] which already give
large gains over current IEEE 802.11 implementations, and
hence actual gains over current systems are much larger than
this range.

In many wireless LAN networks (e.g., campus or enter-
prise networks), frequency planning is performed to maxi-
mize throughput under full load. Under heavy loads, all fre-
quency bands may be fully utilized and spectral opportunism
may not possible; in these cases, single band rate-adaptive
protocols suffice. However, almost all wireless networks
show extended periods of low activity [8] or hot spots, in
which case some or all access points can switch to a MOAR
mode and exploit the available spectrum.

Multi-band communication (often referred as multi-
channel in the literature) has been used in various forms in
different systems. For example, some cellular systems use
multi-bands to reduce inter-cell interference by assigning
different bands to neighboring cells. In contrast to cellular
systems, we are proposing self-managed frequency planning
and usage by different nodes, while respecting other nodes
who are sharing the same set of frequency bands. In the
context of random access systems, our usage of multi-
ple frequency bands contrasts [9], [10, and the references
therein], which have used multiple bands for either reducing
contention or increasing spatial reuse (and neither of them
opportunistically). We also note that there has been little
work in systematically characterizing the overhead in oppor-
tunism; see [11] in the context of multi-user diversity. Our
initial work in [12] was recently generalized in [13] to allow
channels which can have potentially different statistics; in
contrast, we assume the same statistics for all the channels
in our work.

The remainder of this paper is organized as follows. In
Section II, we present the channel and measurement model.
Sections III and IV are devoted to throughput analysis of
opportunistic multi-band systems with and without channel
information at the transmitter and receiver. We present the
Multi-channel Opportunistic Auto Rate (MOAR) protocol in
Section V and also discuss the challenges encountered while
designing an efficient channel skipping protocol within the
IEEE 802.11 channel access framework. The results of
simulation experiments are presented in Section VII. Finally,
we summarize in Section VIII.

II. PRELIMINARIES

We consider a wireless system where the total avail-
able bandwidth is greater than what can be used for any
single transmission, which is common in many wireless
systems built to operate in non-licensed bands. For example,
IEEE 802.11a/b/g devices use only a part of total available
spectrum for any single transmission.

A. Channel Model

We assume that the total available bandwidth is W Hz,
and any transmission uses only B Hz where B ≤ W . Thus,
the total spectrum of W Hz is divided into K frequency
bands of B Hz each, where no two bands overlap in
frequency domain (see Figure 1). The assumption of non-
overlapping bands is to keep the analysis simple and allows
us to explore key issues in opportunism; the analysis can
be easily generalized to overlapping bands. Without loss
of generality, we label the bands according to their center
frequency. The frequency band with the smallest center
frequency is labeled Band 1, the band with the next higher
center frequency as Band 2 and so on.

B=Bc
W

1 2 K3

Fig. 1. Division of total available spectrum into smaller bands.

Throughout the paper, we assume that the channel en-
countered in each frequency band is flat and quasi-static,
which implies that the received signal can be written as [6]

Y = HiX + Z (1)

where Hi is a complex constant, which is assumed to remain
constant for Tc consecutive symbols before changing into a
new independent constant drawn from the complex Gaussian
distribution CN (0, 1). The additive noise Z is assumed to be
i.i.d. complex Gaussian with zero mean and unit variance.
The transmitter uses power P for each transmission and the
received SNR is represented by SNRi = P |Hi|2. Since
Hi are assumed to be CN (0, 1), the average received SNR
is SNR = E [SNRi] = P . The constant Tc is known as
the coherence interval and denotes the time period over
which the channel gain and phase are highly correlated;
in our model, they are perfectly correlated and hence the
channels remain constant for Tc consecutive symbol periods.
At moderate velocities, the coherence interval is on the
order of multiple packet transmission times for systems like
IEEE 802.11, which motivated the design of the Opportunis-
tic Auto Rate (OAR) protocol [7].

A complementary constant which characterizes the chan-
nel behavior is the coherence bandwidth, Bc, which mea-
sures the maximum separation over which the fading coef-
ficients for two frequencies are highly correlated. Since the
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channels in each frequency band are assumed to be flat and
independent of each other, we have implicitly assumed B =
Bc. Coherence bandwidth is inversely related to the root
mean square delay spread, and can be well approximated
[6]

Bc ≈
1

50 · στ
, (2)

where στ represents the rms delay spread. Using the val-
ues of rms delay spread from measurement studies [14],
[15], [16], [17], typical values of coherence bandwidth for
IEEE 802.11 standards can be computed to be in the range 1-
3 MHz in an indoor environment. Since several bands in all
three popular variations, IEEE 802.11a/b/g, are orthogonal
to each other with B greater than coherence bandwidth Bc,
they fade independent of each other.

For the purpose of our analysis, we assume that the
coherence interval Tc is much larger than the symbol period,
Tc � 1

B . Most wideband systems operate in the above
mentioned regime of quasi-static fading. Thus, rates close
to mutual information can be attained in a single coherence
interval. The mutual information approximation is a good
approximation of the performance of many practical error
correcting codes, like turbo and low-density parity check
codes [18], [19].

Finally, we comment on our choice of terminology. Often,
both the portion of spectrum and the physical communi-
cation medium are referred as a “channel.” For example,
IEEE 802.11b has 11 channels, derived from the channel-
ization of the total available spectrum. Instead, we will refer
to these channels as bands to avoid confusion with the term
channel used to describe Hi, which represents the impact of
propagation on the transmitted signals.

B. The Channel Measurement Mechanism

In the next section, we consider achievable throughputs of
wireless systems which use one of K bands for transmission.
All of the schemes are based on measuring the current signal
to noise ratio SNRi for different channels and choosing
the best among them. The channel measurement can be
performed by nodes based on physical layer mechanisms
such as existing physical layer training/preambles in packets.
If a 4-way handshake mechanism is used such as the
RTS/CTS mechanism in IEEE 802.11, then both the receiver
and transmitter can obtain the SNRi for a given band and
use that information to adapt the rate or power for the data
packet. However, knowledge about the channel conditions
comes at the cost of using additional physical layer header
(preamble) which requires additional transmission time.

Assume that Tm is the time needed to measure the channel
at both the transmitter and receiver, which implies that one-
sided channel measurement requires Tm/2 seconds. In this
paper, we assume that Tm is sufficient to obtain near-perfect
estimates of SNRi (or the error in estimates is negligible).

The channel measurement overhead can be computed in
two different ways, depending on the choice of transmission
policy. Two policies of interest are constant access time and
constant data time. In the constant access time policy, node
pairs are assumed to have fixed total time, T , to access and
thus the effective fraction of time for sending data after k
measurements is

ck =
(

1− kTm

T

)
= (1− kτ) , (3)

where τ = Tm

T . In the constant data time policy, nodes have
a fixed time T for sending data irrespective of number of
bands they have measured. Thus, the overhead constants cj

are given by

ck =
(

1− kTm

T + kTm

)
=

T

T + kTm
=

1
1 + kτ

(4)

In either case, ck < 1 and is a monotonically decreasing
function of k for Tm > 0.

Even though the channel in any given band potentially
remains constant for many back-to-back packets, the cor-
relation in the observed channel gain over time for any
node pair depends on the access mechanism. In a random
access system, nodes contend after every packet (or every
few packets as in OAR [7]). The probability of obtaining
access to the channel after two of more contention cycles
reduces geometrically. Specifically, if p is the probability for
a node-pair to gain access to the channel, the probability that
the same node pair has m consecutive accesses is pm, which
is small even for small m. For example, if p = 1

n in an
n-flow system, then pm = 1

nm which decays relatively fast
even for small networks (pm = 0.01 for m = 2 and n = 10).
Thus for any sender-receiver pair, with high probability, the
received SNRi for a given band are not correlated across
time. In essence, random access tends to “decorrelate” the
channel even in small user populations. As a result, the
current SNRi level cannot be predicted whenever two nodes
gain access and thus has to be measured for each channel
access.

III. GENIE-AIDED BOUND

In this section, we quantify the maximum possible gain
from having multiple bands in a system. Since the transmit-
ter can use only one out of K bands, the problem of max-
imizing throughput translates to choosing the best possible
band. To find the maximum possible gain in opportunistic
selection of bands, we first analyze a system where a genie
provides the transmitter with all SNRi without any channel
measurement overhead. The resulting throughputs serve as
an upper bound to the performance of any practical system.
Based on the knowledge of {SNRi}K

i=1, the transmitter
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selects the best band and the accompanying rate of trans-
mission. We further assume that the transmitter performs no
power control and uses all its power for every transmission.
Though power control can lead to better throughputs [20],
it does not change the rate of throughput growth with
SNR [21]. Thus, the throughput of the genie-aided system
is given by

R∗(K) = E
[

max
k=1,...,K

log (1 + SNRk)
]

(5)

= E
[
log
(

1 + max
k=1,...,K

SNRk

)]
(6)

where the units of rate R∗(K) is nats/s/Hz. Thus, to obtain
actual throughput, R∗(K) should be scaled by bandwidth
B; the same applies to the analysis in the next section. The
equivalence of (5) and (6) follows from the monotonicity
of the log function. Thus if the channel for each of the K
bands is known at the transmitter, the throughput optimizing
solution is to use the band with the highest SNRk. Note that
no spectral water-filling is possible since the transmitter can
only use one band for any single transmission.

Given K circularly symmetric complex Gaussian vari-
ables, the growth of the extremum maxi SNRi can be
obtained using the following result [22, Sec 9.3, Page 258]
or [5].

Lemma 1: Let z1, z2, . . . , zK be i.i.d. random variables
with a common cumulative distribution function F (·) and
probability density function f(·) satisfying F (z) is less than
1 for all z and is twice differentiable for all z, and is such
that

lim
z→∞

[
1− F (z)

f(z)

]
= c > 0 (7)

for some constant c. Then

max
1≤k≤K

zk − lK

converges in distribution to a limiting random variable with
cdf e−e−x/c

. In the above, lK is given by F (lK) = 1−1/K.

When |Hk| are i.i.d. Rayleigh, zk = |Hk|2 is exponentially
distributed with mean 1. In this case, the condition (7) is
satisfied and lK = 1

c log K suffices. For some ε > 0, there
exists δ > 0 and α > 1 such that

Prob
(

max1≤k≤K zk − 1
c log K

log log K
> ε

)
<

δ

(log K)α
(8)

The above result states that with high probability,
maxi SNRi grows as SNR log K.

R∗(K) ∼ log
(
SNR log K

)
= log(SNR) + log log K

∼ R∗(1) + log log K (9)

Thus for large SNR, the gain in capacity from multi-band
selection is only additive in capacity and the additive term
grows as doubly logarithmic in number of bands K. On the
other hand, for small SNR,

R∗(K) ∼ SNR log K = R∗(1) log K, (10)

which implies a multiplicative gain over a single-band
system and the multiplicative factor grows logarithmically in
K, in contrast to slow growth in (9). Thus, one can conclude
that the maximum utility of multi-band transmissions is
for small values of average SNR. In the next section, we
show that the measurement based system also exhibits the
maximum gain for low SNR but the gain does not increase
monotonically with K for all cases.

IV. MEASUREMENT BASED SYSTEMS

Next, we study the performance of a measurement based
system which has K available bands to transmit in. The
basic mechanism of band selection occurs after the nodes
have gained access to the system; hence the results in this
section only focus on the performance benefits during data
transmission.

The search for a good channel is constrained by the fact
that the transmitter-receiver pair cannot recall the bands they
have already visited. In this case, the transmitter-receiver
pair have to make a choice after measuring each band
regarding using the current band or measuring another band.
If the nodes choose to measure another band, then they
cannot use any of the previously measured bands. Skipping
without recall leads to a conservative design and could be
improved upon if the nodes can recall all or some of the
previously measured bands.

A. Optimal Stopping Rule

We use the theory of optimal stopping rules for finite
horizons [23], [24] to derive the bounds without recall.
The finite horizon problem can be solved by using the
backward induction principle. Since the nodes cannot use
more than K bands, we first obtain the optimal rule for
band K − 1. Knowing the stopping rule at band K − 1,
we can work backwards to find the stopping rule for band
K − 2 and so on. Without loss of generality, we assume
first measurement is always made in band 1. Then the kth

measurement corresponds to measuring band k.
After measuring band k, assume that the nodes use rate

Rk for transmission. Then the “reward” (throughput) for
band k < K can be written as

λk =

{
ckRk, ckRk > Λk+1

Λk+1, otherwise
. (11)

In (11), Λk+1 represents the expected reward if the nodes
skip band k and use one of the remaining unmeasured bands.
The constants ck represent the total reduction in throughput
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due to k channel measurement, and depends on the choice
of transmission policy (see Section II-B).

The stopping rule is completely specified by {Λk}K
k=1.

Since there are a finite number of bands, K, the nodes have
to stop at band K and use the available rate to send the
packet. Thus the resulting reward is

λK = cKRK ,

where RK is the available rate in band K at the time
of measurement and cK is the total overhead suffered in
measuring K bands. Then the expected reward for band K
is

ΛK = E [λK ] (12)
= cKE [RK ] . (13)

Thus, ΛK gives the expected reward of using the channel in
band K. Once ΛK is available, ΛK−1,ΛK−2, . . . ,Λ1 can
be obtained using (11). In the next two subsections, we
will study the behavior of Λk for two physical layers, one
with continuously variable data rates based on information-
theoretically optimal coding, and other with finite rate set,
representative of practical systems like IEEE 802.11b.

B. Continuously Variable Rates

If the SNR in band k is SNRk, then the maximum
possible data rate is log(1 + SNRk). We first compute ΛK

as follows

ΛK = cKE [log(1 + SNRK)]

=
cK

SNR

∫ ∞

0

log(1 + SNRK)e
−SNRK

SNR dSNRK

= cKe1/SNREi
(

1,
1

SNR

)
, (14)

where the function Ei is the exponential integral (Cauchy
principle value integral) defined as Ei(1, x) =

∫∞
x

e−t

t dt for
x > 0. Given ΛK , Λk for k ∈ {1, 2, . . . ,K − 1} can be
computed using the following recursion (following (11))

Λk = E[λk]

=
ck

SNR

∫ ∞

e
Λ′

k+1−1

log(1 + SNRk)e
−SNRk

SNR dSNRk

+
Λk+1

SNR

∫ e
Λ′k+1−1

0

e
−SNRk

SNR dSNRk

= ck

[
Λ′k+1e

(1−e
Λ′k+1)

SNR + e
1

SNR Ei

(
1,

eΛ′
k+1

SNR

)]

+Λk+1

(
1− e

(1−e
Λ′k+1)

SNR

)

= cke
1

SNR Ei

(
1,

eΛ′
k+1

SNR

)
+ Λk+1 (15)
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Fig. 2. Achievable rates as a function of SNR for the upper bound with
K = 10 bands, multi-band system with K = 10 bands and a single-band
system. Constant access time policy is used with τ = 0.05.

where Λ′k+1 = Λk+1
ck

. The total expected throughput avail-
able from using K bands is then given by Λ1. Whenever
necessary, we will show explicit dependence of Λ1 on the
number of bands as Λ1(K). Figures 2 and 3 show the
achievable rates as a function of SNR and number of bands
K. For a fixed number of bands K = 10 and using the
constant access time policy in (3) with τ = 0.05, Figure 2
shows that the biggest gain from multi-band skipping is
at low to medium SNRs. Using the metric of throughput
gain, we will show that the above conclusion is in fact
true in general. Furthermore, the same analysis will also
show that the rate of growth as a function of SNR is
Λk ∼ c′k log(SNR) for high SNRs and Λk ∼ c′′kSNR for
low SNRs.

The behavior as a function of K is remarkably different
for a fixed SNR, as shown in Figure 3 for SNR = 20dB
and the constant access time policy with τ = 0.05. As K
increases, the upper bound R∗(K) has a throughput increase
of log log(K). On the other hand, Λ1(K) saturates because
of increasing overhead. In fact, the overhead of measuring
20 bands equals the total access time (20 × 0.05 = 1) leaving
no time for actual data. Thus, it is clear that the throughput
of measurement based system cannot increase unboundedly
like the upper bound R∗(K). Though the throughput does
not grow unboundedly in multi-band systems, it is higher
than a single-band system, which is the bottom-most curve
in Figure 3. Hence, even with finite measurement overheads,
there is a gain in skipping from one band to another in search
of a better channel.

Next we study some of the properties of the adaptive
system based on the optimal skipping rule as a function
of SNR and number of bands. To study the behavior of the
system throughput, we study thoughput gain, which is rate of
growth (or decay) of throughput when compared to a single-
band rate-adaptive system (K = 1 in the optimal skipping
based system). For the K-band system without recall, the
throughput gain of the expected reward at band k is defined
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as
rk(SNR) =

Λk(K)
Λ1(1)

,

which measures the gain of using K bands over the system
which uses only one band. We study the behavior of
throughput gain in two SNR regimes, SNR → 0 and
SNR →∞.

Proposition 2 (Throughput Gain in Low SNR): Let
rk represent the limit limSNR→0 rk(SNR), then the
throughput gain for the system using optimal skipping rule
in the low SNR regime is given by

rk =
ck

c1
e
−

c1rk+1
ck + rk+1,

where rK+1 = 0.
Proof : We prove the first part using induction on k,

starting from k = K. First note that for small SNR,

ΛK(K) = cKe1/SNREi
(

1,
1

SNR

)
≈ cKSNR,

using the small SNR approximation for the exponential
integral. Also, the same approximation can be used to obtain

Λ1(1) ≈ c1SNR. This immediately implies that rK =
cK

c1
. Using the approximation for ΛK(K) ≈ c1rKSNR in

ΛK−1(K), we obtain

ΛK−1(K)

Λ1(1)
≈

cK−1e
1/SNREi

„
1, e

c1rKSNR/cK−1

SNR

«
+ c1rKSNR

c1SNR

→ cK−1

c1
e−c1rK/cK−1 + rK = rK−1

The above result further implies that for small SNR,
ΛK−1 ≈ c1rK−1SNR. Thus, rK−2 can be obtained using
the same steps as above with rK replaced by rK−1, giving
the recursive relation for throughput gain rk. �

From the recursive relation of rk, it is clear that
rk ≥ rk+1 since the first term on the right hand side
is non-negative. Figure 4 shows the typical behavior of
throughput gain as a function of SNR for the upper bound
R∗(K) and Λ1(K) for K = 10 bands with an overhead
of τ = 0.05 for the constant access time policy. As can
be seen, the throughput gain reduces monotonically with
increasing SNR and shows that the biggest gains are at
low to medium SNRs. In fact, as the SNR increases, the
throughput gain of Λ1(K) approaches one as shown in the
next proposition.

Proposition 3 (Throughput Gain in High SNR): The
throughput gain for the system using optimal skipping rule
in the high SNR regime is given by

lim
SNR→∞

rk(SNR) =
ck

c1
.

Proof : We again use induction starting from ΛK in (14).
As SNR →∞, e1/SNR → 1 and

Ei
(

1,
1

SNR

)
≈ log(SNR) + o

(
SNR

−1
)

,

which implies that Λ1(1) ≈ c1 log(SNR). Thus,
limSNR→∞

ΛK

Λ1(1)
= cK

c1
. As a result, ΛK−1 can be approx-

imated as

ΛK−1 ≈ cK−1

[
cK log(SNR)

cK−1
+
(

1− cK

cK−1

)
log(SNR)

]
= cK−1 log(SNR)

which implies limSNR→∞
ΛK−1
Λ1(1))

= cK−1
c1

. To arrive at the
above approximation, we have used the fact that

lim
SNR→∞

e
(1−e

ΛK /cK−1 )
SNR = 1

The above steps apply for ΛK−2 by replacing K with
K − 1, and hence the result is proved. �

Thus, the throughput gain of Λ1(K) is one for all K,
which implies that the rate of throughput growth for the
measurement based method is the same as a single band



7

system for any number of bands. In other words, there is
no gain in having many available bands when the average
SNR is high in each band. The result is intuitive since
good channel conditions on average imply that nodes
need not skip to other bands in search of better channels.
We further strengthen that intuition with the following
result on the probability of skipping in the two SNR regimes.

Proposition 4 (Probability of Skipping): As SNR → 0,
the probability of skipping band k after measuring it, Πk,
converges to

lim
SNR→0

Πk = 1− e
−

c1rk+1
ck .

On the other hand, for large SNR, the probability of
skipping band k after measuring it decays as

Πk ≈
1

SNR
1−

ck+1
ck

. (16)

Since ck+1
ck

< 1 for all j for both constant access time and
constant data time policies, the probability of skipping any
band goes to zero for large SNR.

Proof : The probability of skipping after having measured
band k, Πk for k ∈ {1, . . . ,K − 1} can be computed as
follows,

Πk = Prob
[
log(1 + SNRk) <

Λk+1

ck

]
= Prob

[
SNRj < eΛk+1/ck − 1

]
= 1− e

1−e
Λk+1/ck

SNR (17)

For small SNR, Λk+1 = c1rk+1SNR from Proposition 2.
Thus,

Πk ≈ 1− e
1−e

c1rk+1SNR/ck

SNR

→ 1− e
−

c1rk+1
ck

For large SNR, Λk+1 ≈ ck+1 log(SNR) from Proposi-
tion 3. Thus,

Πk ≈ 1− e
e

ck+1 log(SNR)/ck

SNR

= 1− e
SNR

ck+1
ck

SNR

≈ 1

SNR
1−

ck+1
ck

,

which proves the result. �

Once the probability of skipping a band is known, the
average number of band skips can be easily calculated using
the following relation. Define Π0 = 1 and ΠK = 0, then
the expected number of steps K can be found as follows

K =
K∑

j=1

[
j(1−Πj)

j−1∏
l=0

Πl

]
(18)

C. Finitely Variable Rates

In actual networks, neither the channel distribution is
known nor can the nodes use an arbitrary number of rates for
transmission. In this section, we derive the optimal stopping
rule for networks which have arbitrary distribution for the
channel SNR and the nodes can use only a finite number of
rates. Let the set of possible rates be denoted by Rl where
l = 0, 1, . . . , L such that R0 = 0. Denote the probability
of getting rate Rl by pl, such that

∑L
l=0 pl = 1. Then the

expected throughput for band K is given by

ΛK = cK

L∑
l=0

plRl. (19)

Once ΛK is available, then using (11), Λk for all k < K can
be computed the following recursion. Define the indicator
set 1l(k) = {l : ckRl ≥ Λk+1, l ∈ {0, . . . , L}} and its
complement 1l(k) = {l : ckRl < Λk+1, l ∈ {0, . . . , L}}.
Then

Λk = ck

∑
l∈1l(k)

plRl + Λk+1

∑
l∈1l(k)

pl. (20)

By defining ΛK+1 = 0, then (20) also leads to ΛK

in (19). Note that the second summation is the probability
of skipping band k, Πk.

To compute the optimal skipping rule, the nodes need
to only know pl, which is location dependent and channel
type dependent. The channel type depends on the amount of
scattering in the environment and the extent of mobility, and
is often modeled by a different K-factor in Ricean channel
models. The decision to skip can be made by only one of
the nodes, sender or receiver, and hence only one of the
nodes needs to estimate the probabilities pl. In the sequel,
we propose a multi-band protocol and present a performance
evaluation of the above case with finitely variable rates.

V. MULTI-BAND OPPORTUNISTIC AUTO RATE (MOAR)
PROTOCOL

In this section, we present a CSMA/CA protocol based
on the IEEE 802.11 DCF mechanism to exploit multi-
band opportunism. The authors proposed OAR in [7] which
can be characterized as opportunistic across users, exploit-
ing periods of high quality channel to achieve throughput
gains. Using OAR as one mechanism, the proposed multi-
band protocol naturally exploits both temporal and spectral
opportunism. We first present the challenges in design-
ing a CSMA/CA protocol that senses different portions
of spectrum in search of good channels and follow that
discussion with an actual protocol to address the main design
challenges.
Measuring channel conditions before and after each skip:
For realistic systems, channel conditions on all the bands are
not known a priori. Moreover, since channel conditions are
continually changing, past channel measurements (beyond
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several packet transmission times, i.e., the coherence
time interval) are not a useful predictor of current channel
conditions. Hence, there is a need to introduce a mechanism
to measure the current conditions in the present band before
making the decision whether to skip to another band or not.

Coordinating a channel skip decision between the
transmitter and the receiver: Prior to skipping, the
transmitter and the receiver of a flow need to mutually
decide the band to skip to. Since a wireless ad hoc network
does not have a central entity to coordinate skip decisions,
there is a need for a distributed mechanism to coordinate
the skip decision between the transmitter and receiver.

Maintaining carrier sense for all overhearing nodes:
A potential problem with band skipping in wireless
ad hoc networks is the need to maintain carrier sense
for all overhearing nodes to avoid the hidden terminal
problem [25]. This involves making sure that all overhearing
nodes are able to correctly set their defer timers so as to
allow the transmitter-receiver pair sufficient time to skip to
better quality channels.

Limiting the number of times nodes skip in search of a
better quality channel: Potentially, a transmitter-receiver
pair can continue skipping multiple times in search of the
highest quality channel. However, due to the overhead of
channel measurement and estimation incurred at every skip,
throughput gains of sending data on a better quality fre-
quency channel are diminishing with each skip (as discussed
in Section IV-A). The optimal skipping rule devised in
Section IV-A allows a MOAR node to limit the number
of times it skips in search of better quality channels, to
optimally balance the tradeoff between the opportunistic
throughput gain and the overhead of channel skipping and
channel measurement.

A. MOAR Protocol Description

In this section we describe how MOAR employs a band
skipping technique within the IEEE 802.11 framework.2 All
nodes initially reside on a single common frequency band,
known as the home band. DATA transmission is preceded
by the sender transmitting an RTS packet to the receiver on
the home band. On reception of the RTS frame, the receiver
makes the decision to skip by comparing the measured SNR
to a channel skip threshold.3 If the measured SNR is low,
the sender and receiver skip to a new channel in search of
a better quality channel, whereas if the measured SNR is

2Although our discussion of MOAR is within the context of the RTS/CTS
mechanism within the DCF mode of IEEE 802.11, the concepts are equally
applicable to other RTS/CTS based protocols such as SRMA [26], and
FAMA [27].

3A reasonably accurate estimate of the received SNR can be made from
physical-layer analysis of the PHY layer preamble to each packet.

high, data is transferred on the current frequency channel
as in the OAR protocol, in which nodes transfer multiple
back-to-back packets in proportion to their channel quality.

On making the decision to skip, the receiver selects a band
to skip to and piggy-backs this channel on the CTS packet.
After transmitting the CTS frame, the receiver immediately
skips to the new frequency channel and waits for another
RTS from the receiver for a time equal to the CTS timeout
value as mandated by the IEEE 802.11 standard. Since
we assume that in a realistic setting channel conditions on
other frequency channels are unknown, the band to which
the receiver decides to skip is selected randomly among
the available frequency bands. Yet, if information regarding
channel conditions or interference on some other band is
known (e.g, in a wireless LAN scenario where the Access
Point (AP) may have information regarding interference on
other bands), the receiver can take that into account to make
a better decision about which band to skip to. However,
for the purpose of this discussion we do not require the
existence of such information.

If after skipping to a new band, the receiver does not
receive another RTS from the sender within a CTS timeout
period, the receiver node switches back to the home band
and starts contending for channel access as mandated by the
IEEE 802.11 standard.

Once the sender receives confirmation of the choice of
band to skip to from the receiver (via a CTS frame), it
immediately skips to that band. Note that the time elapsed
for switching channels is ∼1µs [28] and has negligible over-
head. After skipping to the selected channel, the transmitter
and receiver renegotiate the data rate via another RTS/CTS
exchange which also serves the dual purpose of measuring
the channel. In case the channel quality on the new band is
measured to be below the skip threshold, the sender-receiver
pair can choose to skip again in search of a better quality
channel.

Since RTS/CTS exchange prior to any channel skip is
done at the base rate on the home band, all nodes within ra-
dio range of the receiver and the transmitter can also decode
these packets. However, some nodes (including nodes within
radio range of the sender but outside the radio range of the
receiver) may be unable to hear the CTS packet and are
unable to detect whether a decision to skip bands was made
or not. Moreover, even though nodes within radio range of
the receiver can correctly decode a CTS packet and infer
that a decision to skip has been made, they are unable to
set a correct defer time since it is not known a priori how
many times the sender-receiver pair may skip in search of
a better quality channel. This can lead to problems similar
to the hidden terminal problem [25].

To solve the problem mentioned above, all MOAR nodes
upon reception of an RTS/CTS packet defer (via the Net-
work Allocation vector, NAV) for a fixed amount of time
corresponding to a maximum time, Dskip, necessary for the
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transmitter and receiver to skip (multiple times, if required)
to a better quality channel and finish the DATA/ACK trans-
mission. Dskip is given by

Dskip = K · Toverhead + TD, (21)

where, K is the maximum number of allowed channel skips,
Toverhead is the time taken for RTS/CTS exchange at base
rate, including all the defer timers (EIFS, SIFS, DIFS etc)
as mandated by the IEEE 802.11 standard. The time period
TD represents the time to send data packet at the base rate.

We refer to Dskip as a temporary reservation, to denote
the fact that the reservation is not an actual reservation
but represents a maximal amount of reservation time. A
temporary reservation serves to inform the neighboring
nodes that a reservation has been requested but the duration
of the reservation is not known. Any node that receives
the temporary reservation is required to treat it the same
as an actual reservation with regard to later transmission
requests; that is if a node overhears a temporary reservation
it must update its NAV so that any later requests it receives
that would conflict with the temporary reservation must
be denied. Thus the temporary reservation serves as a
placeholder until either a new reservation is received or
is canceled. If the sender-receiver pair decide not to skip
bands then they can proceed with the DATA/ACK exchange
on the home band as dictated by OAR in which case other
nodes can replace the temporary reservation with the exact
reservation, as carried in the DATA/ACK packets.

Once the transmitter and the receiver conclude the
DATA/ACK transmission by skipping to one or more bands,
they return to the home band. The ACK for the final
packet (recall in OAR, nodes can send multiple back-to-
back packets) is sent in the home band at base rate by
the sender, and the sender rebroadcasts the same ACK. The
two-way ACK in the home-channel is necessary to ensure
that all the nodes within the range of either the sender
and/or the receiver can correctly infer the end of channel
skipping and cancel the temporary reservation timer. In case
a node is unable to hear either the updated reservation or the
DATA/ACK transmission signalling the end of the temporary
reservation, it would be able to contend for the channel again
after the temporary reservation has expired.

In the next section we discuss issues in implementing the
optimal stopping rule in actual networks.

VI. IMPLEMENTATION ISSUES FOR OPTIMAL STOPPING
RULE

The optimal stopping rule derived for finite rates (Sec-
tion IV-C) depends the distribution of possible data rates
which in turn depends on the distribution of the channel.
Thus, for a node to compute the optimal stopping thresholds
Λk, we need the probabilities of different data rates pl in
Equations (19) and (20) and the cost of measurement ck.

The cost of channel measurement via RTS/CTS, ck, is
a constant and for a fixed RTS/CTS packet size can be
computed as in Equation (3) or (4). The key challenge for
the nodes is to compute pl, which is the probability of data
rate Rl. Alternatively, if the underlying distribution of signal
to noise ratio, SNR and its parameters (mean, variance, etc.)
are known, the nodes can compute pl indirectly rather than
requiring it to be provided explicitly. However, in practice,
the parameters of the SNR distribution or the distribution
itself may not be known a priori. Moreover, for mobile
nodes, the parameters of the channel fading distribution (and
hence the distribution of data rates) may also change with
time as the distance between the sender and the receiver
changes. In such cases, in order to make a skipping decision
in accordance with the optimal skipping rule, a node may
need to estimate either the parameters of the underlying
distribution of channel fading or the distribution of data
rates.

In case the underlying distribution of the channel fad-
ing is known but the exact parameters of the distribution
are unknown, a MOAR node can choose to estimate the
unknown parameters. Various point estimation techniques
such as the method of moments and maximum likelihood
estimation (among others [29], [30]) have been proposed and
well studied in the literature. In particular, [31] compares
the efficiency of different techniques for estimating the
unknown parameters for a Rayleigh distribution. However,
estimating the unknown parameters of a Ricean distribution
is computationally expensive [32]. Moreover, in certain
scenarios the exact distribution of the received SNR may
be unknown which makes estimating pl infeasible. Thus
rather than estimating the underlying distribution of the
received SNR we choose to directly estimate the distribution
of achievable data rates by measuring pR from samples of
received SNR.

To estimate the distribution of the transmission data rates,
we propose that each MOAR node transmits the first Nest

packets without channel skipping in an effort to estimate
pl. We denote Nest as the estimation window. Each trans-
mitted data packet (and the accompanying control packets
RTS/CTS/ACK) contributes towards the samples needed to
estimate the needed parameters. We estimate the probability
p̂l, that the feasible data rate is Rl by

p̂l =
∑Nest

i=1 1(SNRl−1 < SNRi < SNRl)
Nest

, (22)

where, Nest denotes the size of the estimation windows
over which pl is being estimated, 1(·) is the indicator
function, SNRi denotes the received SNR for sample i
and (SNRl−1,SNRl) denotes the SNR thresholds between
which rate Rl is feasible.

After enough samples have been collected to estimate
the distribution of the transmission rates within certain
confidence, MOAR nodes may start opportunistic channel
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skipping. Since the distribution of data rates may change
over time, MOAR nodes continuously update the estimated
values of pR by using only the last Nest samples of the
received SNR. In this way, MOAR is still able to perform
well for scenarios where the channel conditions change (for
example, due to mobility) at a time scale greater than the
time required to accurately estimate the distribution of data
rates.

Note that the accuracy of the estimation scheme described
above depends on the size of the estimation window, Nest. If
the size of the estimation window is large then pl can be es-
timated with greater confidence which in turns increases the
accuracy of the optimal skipping rule for MOAR. However,
longer estimation windows mean that the estimates are less
responsive to changes in the probability distributions. On
the other hand, a small estimation window can lead to more
responsive but less accurate estimate of pl which in turn
could reduce the throughput gains of MOAR. Thus, there
is an inherent tradeoff between the speed of adaptation of
estimates and the resulting accuracy.

In Section VII, we investigate the effect of estimation
window size on the throughput performance of MOAR via
simulations and suggest a suitable value of the estimation
window size for which MOAR is able to extract maximal
throughput gains available from opportunistic skipping.

VII. PERFORMANCE ANALYSIS OF MOAR
In this section, we use ns-2 simulations to evaluate the

performance of MOAR as compared to OAR. Our key per-
formance metric is aggregate throughput while maintaining
the same time share as IEEE 802.11. All experiments use
the fast fading model with the Ricean probability density
implemented in the ns-2 extension [33]. Although the ns-
2 extensions implemented in [33] result in an accurate
simulation of the wireless channel for each individual flow,
the fading components of channels for different flows are
identical, a scenario not encountered in practice. This arises
due to the fact that the index into the pre-computed channel
table is chosen based on the simulator’s time instant, which
is identical for all flows. Thus, to realistically model the
wireless channel for multiple users in a manner consistent
with [6], we modified the extensions of [33] such that
channel lookup indexes are a function of the flow, time, and
IEEE 802.11 band. This allows us to accurately model inde-
pendent fading suffered by the different frequency channels.
As in [33], background noise is modeled with σ = 1.

The available rates for both MOAR and OAR, based
on IEEE 802.11b, are set to 2 Mb/sec, 5.5 Mb/sec, and
11 Mb/sec, so that with OAR, nodes can respectively
transmit 1, 3, or 5 consecutive packets depending on their
channel condition. The values for received power thresholds
for different data rates were chosen based on the distance
ranges specified in the OrinocoTM802.11b card data sheet.
For only the path loss component (no channel fading) of the

received power, the threshold received power for 11 Mb/sec,
5.5 Mb/sec, and 2 Mb/sec correspond to distances of 100 m,
200 m, and 250 m respectively. As specified by the IEEE
802.11 standard, we set the rate for sending physical-layer
headers to 1 Mb/sec for all packets. Each transmitter gener-
ates constant-rate traffic such that all nodes are continuously
backlogged. Moreover, packet sizes are set to 1000 bytes
and all reported results are averages over multiple 50-second
simulations.

Here, we study the factors that impact the performance
of MOAR in fully connected topologies in which all nodes
are within radio range of each other. Such topologies are
representative of a wireless LAN scenario. The performance
factors we study are location distribution, Ricean parameter
K, error in channel measurement and the impact of esti-
mating channel distribution while employing the optimal
skipping rule within MOAR. Finally we combine all these
factors to explore the performance of MOAR for random
fully connected topologies.4

A. Location Distribution

The opportunistic gain that can be achieved by skipping
bands is dependent upon the temporal channel quality which
has two components, a random fading component and a
constant line of sight propagation loss component. In this
experiment, we study the impact of the node location
distribution by considering a scenario where there is a single
flow and the distance (and hence the strength of the line
of sight component) between the sender and the receiver
is varied. The random channel fading is kept constant by
setting the Ricean fading parameter, K = 4.
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Fig. 5. Throughput gain of MOAR as a function of distance between the
sender and the receiver node

Figure 5 depicts the average throughput gain of MOAR
over OAR as the distance between the sender and the

4More extensive simulation results are available in [34], and are not
presented in this paper for lack of space.
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receiver of a flow is varied. The throughput gain has two
peaks corresponding to distance between the sender and
the receiver of 100 m and 225 m respectively. This is due
to the fact that the path loss component of the received
power has distance thresholds for 11 Mb/sec, 5.5 Mb/sec,
and 2 Mb/sec of 100 m, 200 m and 250 m respectively. Thus
for distances less than 100 m, the average channel condition
corresponds to a data rate of 11 Mb/sec, distances between
100 m and 200 m correspond to a data rate of 5.5 Mb/sec
and distances between 200 m and 250 m correspond to a
data rate of 2 Mb/sec. Whenever the two mobile nodes are
close to each other, the line of sight component dominates
resulting in minimal available channel diversity gains over
and above what OAR can achieve. However, as the distance
between the two mobile nodes approaches the thresholds
where the average data rate is often switched, random
channel variations become comparable with the line of sight
component. Finally, we note that the increasing height of the
peaks with larger distance matches the predictions made in
Section IV-B, that the largest throughput gain from channel
skipping is in the low-SNR regime (see also Figure 4).

B. Impact of Ricean Parameter, K

In this section we explore the effect of the Ricean param-
eter K on the throughput performance of MOAR relative to
OAR. For lower values of K, the contribution of the line of
sight component to the received SNR is weaker, and hence
overall channel quality is poor. With increasing K, the line
of sight component is stronger such that the overall SNR
increases and a higher transmission rate is feasible. We study
the effect of K on the throughput gain of MOAR relative to
OAR. To isolate the effect of K, we simulate one flow with
the distance between the source and the destination fixed
thereby keeping the line of sight component constant.
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Fig. 6. Throughput gain of MOAR over OAR as a function of the Ricean
parameter K

Figure 6 depicts the average percentage throughput gain
of MOAR over OAR versus the Ricean fading parameter

K for distance between the sender an the receiver fixed to
220 m, 150 m and 100 m respectively. 95% confidence in-
tervals for 5 random simulation runs (each 50 seconds long)
are also shown. Observe that MOAR outperforms OAR by
40% to 55% when the distance between the sender and the
receiver is 220 m indicating that significant throughput gains
can be obtained by opportunistically exploiting the temporal
variations among the IEEE 802.11b bands. However, the
throughput gain with increasing K is dependent on the
distance between the sender and the receiver. In particular,
when the distance between the sender and the receiver is
100 m or 150 m, the throughput gain of MOAR over
OAR decreases with increasing K. This is due to the fact
that a larger value of K represents a smaller variation
in channel quality which reduces the probability that the
channel conditions on one of the other IEEE 802.11 bands
is better than the channel conditions on the home band. Thus
the opportunity to skip bands opportunistically decreases
leading to a decrease in throughput gain of MOAR over
OAR with increasing K.

On the other hand when the distance between the sender
and the receiver is 220 m, the throughput gain of MOAR
over OAR increases with an increasing value of K. Note that
MOAR can skip bands opportunistically only after the initial
RTS/CTS on the home band takes place successfully. When
the distance between the sender and the receiver is 220 m the
line of sight component is already very weak and low values
of K (denoting high channel variance) makes the transmis-
sion of RTS/CTS on the home band sometime impossible
as the received power is below the threshold required to
correctly decode packets. As K increases, channel variance
decreases and RTS/CTS on the home band have a higher
probability of being correctly received which allows MOAR
greater opportunity to skip bands. Thus the throughput of
both OAR and MOAR increases with increasing K. Lower
values of K means that MOAR has lower probability of
finding good channels. However, higher average channel
quality provides increased opportunity to skip poor bands
and find a higher data rate channel which dominates the
fact that there is a lower probability of finding better quality
channels. Thus the gain of MOAR over OAR increases for
increasing K rather than showing a decrease as one would
intuitively expect and as is shown when the distance between
sender and receiver is 100 m or 150 m.

C. Channel Measurement Error
We next study the impact of error in channel quality

measurement on the performance of MOAR (we previously
considered perfect channel measurement). We consider the
case that the measured channel SNR is the true SNR plus
a Gaussian error process. The impact of channel estimation
error is location dependent. For small distances (less than
100m), the system is very robust to even large errors
primarily because the system does not skip very often.
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However, the loss due to estimation error is the largest when
the distance is greater than 100m, with largest loss in perfor-
mance as the distance increases. Figure 7 depicts the average
performance loss as a function of standard deviation of the
measurement error, where the average is performed over the
distance between the source and the receiver. On average,
there is a significant loss in throughput gain even for small
errors. Thus, it is important to develop accurate channel
estimation procedures to extract the maximum possible from
opportunistic band selection.
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Fig. 7. Throughput loss of MOAR due to channel measurement error

D. Optimal Skipping Rule: Effects of Estimation

We discussed the challenges involved in implementing
an optimal skipping rule in actual systems in Section VI.
In particular we proposed a measurement based scheme to
estimate pR, the probability that data rate R is feasible. In
this section we study the impact of the size of the estimation
window (Nest) on the performance of MOAR and suggest
a suitable value of the estimation window size in order to
extract maximal throughput gain from MOAR. We consider
a single flow with the distance between the sender and
the receiver fixed to d. The random channel fading is kept
constant by setting the Ricean parameter, K = 3.

Figure 8 plots the average throughput gain (over 3 runs
of 25 sec each) of MOAR over OAR versus the estimation
window size, Nest, for different values of d, the distance
between the sender and the receiver. Observe that for each
value of d, for a small value of Nest MOAR is not able to
extract significant throughput gain due to opportunistic band
skipping. However, for Nest greater than a critical value
(for each value of d), MOAR outperforms OAR by 5%-
50% depending on the distance between the sender and the
receiver. The reason for this behavior is that for a smaller
estimation window size, the proposed measurement based
scheme to estimate the distribution of feasible data rates
does not have enough samples to accurately estimate the
distribution. Thus, in this regime the optimal skipping rule
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Fig. 8. Effect of estimation window size on throughput gain of MOAR

results in a conservative value of the skipping threshold
which in effect causes MOAR to be conservative in band
skipping and the throughput gain of MOAR over OAR is
very small. However, for a larger estimation window size,
the measurement based estimation scheme is able to estimate
the channel rate distribution quite accurately which in turn
implies that MOAR is able to aggressively skip bands as
dictated by the optimal skipping rule. Hence, MOAR is
able to extract the maximal throughput gains available via
opportunistic band skipping. Figure 8 also indicates that the
critical value of the estimation window is dependent on the
distance between the sender and receiver. In particular, the
minimum size of the estimation window for which MOAR
outperforms OAR ranges from 5 to 50 packets.

In practical systems the distance between the sender and
the receiver is either unknown a priori or can change due
to node mobility. Thus it is important to set the value of the
estimation window size such that MOAR is able to extract
maximal gains from opportunistic band skipping indepen-
dent of the distance between the sender and the receiver. It
can be seen from Figure 8 that an estimation window size
equal to 60 packets is able to achieve maximal throughput
gain over OAR irrespective of the distance between the
sender and receiver.

E. Random Fully Connected Topologies

Here we consider random topologies representative of
a wireless LAN and consider a scenario where the link
distance is uniformly distributed in a circular area with
diameter 250 m. We fix the Ricean fading parameter to K=4
and also set the size of the estimation window to 60 packets
as discussed in the previous section. Figure 9 shows the
average throughput gain of MOAR over OAR (computed on
a per-flow basis and then averaged over flows). The curve
labeled “Look-ahead” represents the genie-aided protocol
in which channel state information for all the 11 bands is
known a priori and thus flows need to skip at a maximum
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of one time to the band with known higher rate than the
present band. This serves as an upper bound to the gain
that MOAR can extract over OAR. We also implement the
optimal skipping rule (as derived in Section IV-A) and plot
the throughput gains of MOAR with optimal skipping over
OAR.
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Fig. 9. Throughput gain of MOAR for random fully connected topologies

As discussed above, the opportunistic gain that MOAR
can extract is dependent upon the distance between the
sender and receiver of a flow. For a given random topology,
some flows are located in a region where the opportunistic
gain obtained by skipping bands is not significant. These
nodes, besides contributing little to the net overall gain that
MOAR can obtain, actually reduce the opportunistic gain
for better located nodes. The reason can be attributed to the
random nature of the MAC: Whenever nodes with lower
opportunistic gain access the medium, nodes which are
better located to exploit the opportunistic gain through band
skipping defer medium access. Thus, the net opportunistic
gain that can be obtained by exploiting channel diversity
is reduced. However, on average MOAR still outperforms
OAR by 14-24%. Also note that the gain of MOAR
with optimal skipping is very close to the maximum gain
achievable if the channel condition on all the 11 bands is
known a priori. Thus, in realistic systems where channel
state information on other channels may be unavailable, the
optimal skipping rule can still enable MOAR to capture
most of the performance gains available via opportunistic
skipping.

VIII. SUMMARY

In this paper we analyzed the gains from multi-band
spectral opportunism via information theoretic bounds. The
bounds show the value in opportunistically searching for bet-
ter bands on a packet time-scale and also indicate the extent
of gain available due to multiple band based spectral oppor-
tunism. We devised the Multi-band Opportunistic Auto Rate
(MOAR) protocol to exploit these gains in random-access

systems. MOAR allows nodes to opportunistically skip
frequency channels in search of better quality channels to
achieve higher throughputs. To balance the tradeoff between
the time and resource cost of channel measurement/channel
skipping and the throughput gain available via transmitting
on a better channel, we also devised an optimal stopping rule
for MOAR. Finally we explored the performance of MOAR
via extensive simulations and showed that MOAR achieves
a consistent gain in throughput of 20% to 25% over current
state-of-the-art multi-rate MAC protocols.
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