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ABSTRACT
While the UHF band exhibits superior propagation characteristics
compared to other frequency bands used for broadband communi-
cations, limited spectral availability in time and space necessitates
high spectral efficiency techniques such as Multi-user MIMO (MU-
MIMO). In this paper we design and implement the first open MU-
MIMO Software-Defined Radio (SDR) platform that operates on
an order of magnitude frequency range, from 300 MHz to 5.8 GHz.
We perform a comprehensive set of over-the-air experiments to
evaluate the potential of UHF-band MU-MIMO in comparison to
2.4 and 5.8 GHz WiFi bands encompassing a range of operating en-
vironments. We evaluate MU-MIMO performance in both outdoor,
indoor, line-of-sight (LOS), and non-line-of-sight (NLOS) environ-
ments, and demonstrate that while the temporal correlation of the
measured UHF environment is increased, it does not come at the
cost of increased spatial correlation as measured by the Demmel
condition number, thus proving highly attractive for MU-MIMO.
This evaluation demonstrates the effectiveness of MU-MIMO trans-
mission techniques in UHF bands for high spectral efficiency and
low-overhead wireless access.
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1. INTRODUCTION
Multi-user MIMO (MU-MIMO) is a transmission technique that

enables a multi-antenna transmitter to transmit multiple, parallel
data streams to distinct user nodes. By pre-coding the data streams
concurrently through a coherent antenna array, a transmitter can in-
crease its spectral efficiency and overall downlink system capacity.
Closed-loop MU-MIMO transmissions first require a transmitter
to measure the channel between itself and its receivers (a process
known as channel sounding) before transmitting concurrent data
streams to the receivers. This direct measurement of Channel State
Information (CSI) adds considerable protocol overhead and must
occur more often in time-varying channel environments since the
beam-formed transmission is sensitive to channel variation. A more
temporally-correlated channel would allow a MU-MIMO system to
reduce CSI-estimation frequency and improve the accuracy of this
estimate for longer lag times.

State-of-the-art MU-MIMO channel models based on empirical
measurements have been developed that predict increased channel
correlation in lower frequency bands, but are inconclusive with re-
spect to the effect on receiver separability simply because a direct
comparison of diverse frequency bands in the same environment
has not been attempted [27, 36]. For instance, one might assume
that increased propagation through building materials might reduce
the amount of multi-path for an indoor environment compared to an
802.11n WLAN [16]. This would have the effect of reducing the
ability of a MU-MIMO base station to beam-form separate spa-
tial streams to simultaneous users. Without a comparative study of
different frequency bands, it is hard to draw conclusions for UHF

Figure 1: The WURC-enabled MU-MIMO array.



MU-MIMO performance from existing work in 802.11n WLANs
[9].

While the recent switch to digital television has released hun-
dreds of megahertz of spectrum in the VHF/UHF frequency band
for reassignment (54 MHz to 698 MHz in the United States and
470 MHz to 790 MHz in Europe [8, 12]), only a limited number of
channels are available in some locations and in many cases those
channels are non-contiguous.

Although both 5 GHz and UHF bands have roughly 600 MHz
of available spectrum, many sections of the sub-gigahertz range are
already assigned to different licensed technologies (e.g., broadcast
television, cellular networks). While the propagation characteris-
tics of the UHF band are more desirable, limited spectrum avail-
ability at these frequencies necessitates high spectral efficiency in
order to achieve high throughput performance. The expected in-
creased channel temporal correlation may compensate for dimin-
ished spectrum in the UHF band by enabling robust, low-overhead
MU-MIMO operation, so long at it does not come at the cost of
increased spatial correlation between users’ wireless channels.

In this paper, we evaluate the efficacy of UHF MU-MIMO in
comparison to 2.4 and 5 GHz WiFi bands and make the case for
its adoption in a wide variety of transmission scenarios. To accom-
plish this goal, we design and implement the first open MU-MIMO
Software-Defined Radio (SDR) platform that operates on an order
of magnitude frequency range, from 300 MHz to 5.8 GHz, shown
in Fig. 1. As a key enabling technology, we design and implement
WURC, a wideband, high-power SDR front-end for this Wireless
Open-access Research Platform (WARP)-based MU-MIMO array
(the red daughtercards shown in Fig. 1). WURC is a high-power RF
front end that attaches to Xilinx and Altera-based SDR platforms
which supplements WARP with a transmitter capable of operation
from 300 MHz to 3.8 GHz and optimized for high transmit power
for outdoor, long-range links.

We make the following contributions:

• We develop a UHF MU-MIMO testbed using the WARPv3
SDR combined with custom designed UHF daughtercards,
allowing for MU-MIMO transmissions in spectrum with an
order of magnitude difference (300 MHz to 5.8 GHz) and
high UHF transmit power in a small form factor.

• We characterize the UHF MU-MIMO channel in various
transmission environments and perform side-by-side com-
parisons using WARPLab with the 2.4 GHz and 5 GHz WiFi
band to verify the theoretical characteristics of each.

• For longer-range topologies that are beyond the capabilities
of WARPLab and for fine grain channel characterization, we
implement a high speed channel sounding framework that
allows for the collection of 4x transmit antenna, wideband
channel matrices every 800 µs to an arbitrary number of re-
ceivers.

• We find that while the UHF environment demonstrates a rela-
tively similar degree of spatial correlation measured by chan-
nel condition number, when compared to other WLAN tech-
nologies, it demonstrates superior temporal correlation, thus
proving attractive for MU-MIMO techniques.

In the rest of this paper, we first provide the necessary back-
ground for MU-MIMO transmissions in § 2; discuss the design, im-
plementation, and verification of the open-source UHF MU-MIMO
testbed in § 3; present a model-based analysis of indoor and outdoor
MU-MIMO environments in § 4 which is compared to over-the-air
experiments utilizing the developed MU-MIMO testbed in § 5; and
present related work in § 6 with closing remarks in § 7.

2. BACKGROUND
In this section we briefly discuss MU-MIMO transmission tech-

niques and how the inherent spectrum differences between UHF
and 2.4/5 GHz frequency bands affect MU-MIMO transmission
performance.

2.1 Multi-user Beamforming
Multi-user beamforming is a multi-antenna transmission tech-

nique that allows a transmitter to spatially reuse a wireless channel
by transmitting multiple concurrent streams. This is achieved in
two steps: First, each data stream is multiplied by a length M vec-
tor of complex steering weights (where M is the number of trans-
mit antennas) resulting in M phase twisted copies of each data
stream. Second, each receiver’s set of M copies are summed to-
gether at each antenna to construct K parallel data streams (where
K is the number of concurrent receivers) emanating from M an-
tennas.

Weight Selection. Weights are chosen such that the interfer-
ence between the parallel streams is minimal. To compute these
weights, the transmitter must first measure the channel state ma-
trix (H) where each element corresponds to the magnitude and
phase difference between each transmit and receive antenna. The
optimal method of constructing the steering matrix is Dirty Paper
Coding (DPC) [14]; however, its complexity makes it unfeasible to
implement. Instead, a method known as Zero-forcing Beamform-
ing (ZFBF) is shown to approach the optimal performance of DPC
while employing a computationally feasible weight matrix calcula-
tion method, the pseudo-inverse [34] given by

W = H† = H∗ · (H ·H∗). (1)

A key element of ZFBF is the zero-interference condition which
is a direct result of the pseudo-inverse. BecauseW = H†, hiwj =
0 for i 6= j meaning that the interference from user i’s stream on
user j is nulled and vice versa. ZFBF precodes the transmitted data
streams such that the combined wireless channel between the trans-
mitter and the receivers (H) is separated. If ZFBF works perfectly,
we can express the precoded transmission (W · Tx) as:

W · Tx Transmit−−−−→
H

H · (W · Tx)

=��H · (��W · Tx) = Tx (2)

In our work, we focus on the zero-forcing beamforming tech-
nique for MU-MIMO.

2.2 MU-MIMO Performance Limitations
The key to the success of this precoding operation is that H ·

W is the identity matrix so the transmitted streams are received
separately at each receiver. We focus on two characteristics of H
that can degrade the performance of this precoding operation: an
ill-conditioned H [35] or an out-dated H [23].

An ill-conditioned H matrix renders matrix inversion inaccurate
[18] and thus H · W is far less likely to equal I . This results in
inter-stream interference degrading the received signal strength of
a data stream to its intended receiver [23]. Ill-conditionedH matri-
ces are a result of receiver channel correlation, an environment and
frequency dependent characteristic that will be discussed in § 4.1.

Out-dated H matrices are a direct result of the latency between
the measurement of the H matrix and the transmission of the W
precoded data streams. Increased time between the measurement
of H and the transmission of W · Tx, results in a higher proba-
bility of incorrect transmit precoding. Essentially, the transmitter
measures Ht and then calculates Wt = H†t . However, the subse-
quent precoded transmission is Ht+∆ ·Wt, which may not equal



I . Whether or not Ht = Ht+∆ is based on environmental vari-
ability and user mobility; and, like channel conditioning, is also
an environment and frequency dependent characteristic that will be
discussed in the following section.

While a large number of studies in § 6 have characterized the in-
door and outdoor propagation environment for the purpose of net-
work planning and algorithm design, few are applicable to evalu-
ating MU-MIMO performance and most have focused on a single
frequency band. This makes measurement studies of different fre-
quencies and radio technologies difficult to compare.

At the same time, the implementation complexity and compu-
tation required for real-time implementation of multi-carrier MU-
MIMO is prohibitive for today’s software-defined radio platforms
[9], thus providing a challenge to empirical measurement of MU-
MIMO performance.

3. WURC ARRAY IMPLEMENTATION
In this section, we describe the hardware platforms and soft-

ware frameworks that we designed and deployed in order to enable
an experimental evaluation of UHF MU-MIMO. First, we design
and implement a new SDR analog front-end designed for high-
power, wideband Single-Input Single-Output (SISO) UHF opera-
tion. Using the newly-developed radio and the WARPv3 SDR hard-
ware platform, we then develop an integrated frequency-diverse
MU-MIMO system. Finally, we describe our extensive modifica-
tions to existing experimental software frameworks that allow us to
rapidly gather channel state information and perform over-the-air
MU-MIMO evaluations.

3.1 Wideband UHF Radio Card (WURC)
WURC is a new SDR analog front-end designed to enable high-

power, long-range experiments and hardware prototypes in the
UHF frequency band. It is designed for modularity and compact-
ness, with the goal of enabling prototyping of new MAC and PHY
enhancements for UHF and Industrial, Scientific, and Medi-
cal (ISM)-band applications [7].

It connects to the host FPGA board via an HSMC or FMC (with
custom adapter board) daughtercard slot, and provides a 12-bit dig-
ital baseband quadrature interface to the host system, while per-
mitting in-field reconfiguration of RF analog parameters such as
channel bandwidth and center frequency between 300-3800 MHz,
though it is currently optimized and calibrated for transmissions
between 470-798 MHz, and 2400-2500 MHz.

3.1.1 WURC High-Level System Design
MU-MIMO systems generally require a large number of inde-

pendent transmit and receive RF chains on the base station to gen-
erate multiple spatial streams. In addition, a large number of dis-
tributed client nodes are required to serve as the mobile user sta-
tions. In order to simplify the manufacturing and management of
a large number of radios, WURC is designed to be modular, with
calibration/control libraries and board-dependent calibration tables
stored locally on each daughter-card on a micro-controller. This
eases the requirements for integration with a host platform and
makes the radios completely interchangeable.

3.1.2 Power Amplifier Design and Verification
In order to operate as an opportunistic transmitter in the UHF

band and adapt to various channel bandwidths, spectrum availabil-
ity, and regulatory domains across the world, WURC is designed
to operate at arbitrary channel bandwidths from 1.5 to 28 MHz and
carrier frequencies ranging from 300-3800 MHz. This presents a
challenge for a high-power RF design since power amplifiers and
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Figure 2: Block diagram of WURC module on a host WARPv3
board.

their associated impedance matching networks are generally opti-
mized for a narrow frequency band.

A common technique for designing high-power analog front-
ends is to build multiple switched amplification and filtering chains,
each optimized for a narrow band. However, when the system oper-
ating frequency range spans multiple octaves, space and cost con-
straints require that each chain support a wide range of frequen-
cies. In the design of WURC, we target two optimized transmit
and receive chains for 470-698 MHz and 2400-2500 MHz, cho-
sen because these two bands allow unlicensed operation and are
invaluable for research and testing. In addition, a wide-band balun
transformer enables a 300-3800 MHz receiver port that can serve
as a wideband spectrum sensor, if required.

Since the bandwidth of an RF chain is generally proportional to
∆f/f , common techniques for designing and implementing dis-
crete power transfer networks (e.g., multi-section Chebyshev trans-
formers [17]) either cannot meet design requirements for passband
flatness or result in non-realizable circuits when applied to band-
pass designs spanning a large frequency range like 470-698 MHz.

In order to address this problem, we implemented a wideband
linear power-transfer network utilizing real-frequency techniques
[32] for the UHF front end. We target a design goal of trans-
mit powers up to 30 dBm from 300 to 750 MHz, the maximum
power currently allowed by the Federal Communications Commis-
sion (FCC) in the United States for unlicensed operation [16]. The
2.4 GHz ISM transmit chain provides up to 27 dBm between 2400-
2500 MHz. The RF chain of WURC provides up to 30 dB of dy-
namic transmit gain, and up to 61 dB of dynamic receive gain,
which when combined with its on-board Low-Noise Ampli-
fier (LNA) can provide up to 83 dB of receive gain for improved
sensitivity, although noise figure considerations generally limit this
application to 72 dBm.

While this design was confirmed at the early design stage with
SPICE simulation models, early prototypes demonstrated that pack-
age parasitics in the lumped-element broadband power transfer
chain were not modeled by the ideal SPICE simulator. These par-
asitics severely impaired the implemented high-frequency gain re-
sponse and required a more advanced model and simulation tech-
nique to correctly predict their effect. Re-modeling the RF chain
in the SpectreRF circuit simulator utilizing empirical S-parameter
models resulted in a more accurate simulation, allowing package
parasitics to be compensated for in the lumped-element design.



In order to verify the correctness of the implemented design and
understand how manufacturing process variation might effect the
output frequency response of multiple RF chains in a MU-MIMO
system, we built a Python-based batch interface to the WURC’s
serial UART in order to sweep transmit frequencies while simulta-
neously controlling a bench-top vector signal analyzer to measure
the output power. We implemented a digital frequency synthesizer
within the digital baseband reference design in order to generate a
constant-power complex sinusoid for ease of measurement.
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Figure 3: Process variation across multiple fabricated WURC
boards has a small effect on output power.

The process variation plot in Fig. 3 was generated by increasing
the output transmit gain of each WURC at each center frequency
until its output PA began to saturate. This is the delivered output
power of WURC near the 1dB compression point of the RF chain.
Notably, the process variation across different boards is less than 1
dB, with passband ripple on the order of 2.5 dB. This means that
multiple RF chains will maintain similar output power across the
entire UHF frequency range.

3.1.3 Radio Architecture
WURC uses a direct-conversion quadrature transceiver archi-

tecture based around the LMS6002D "field-programmable" trans-
ceiver IC in order to minimize size, implementation complexity,
and energy-consumption [2]. Because of this, we are able to power
the high-power RF chain from the FMC/HSMC-compliant daugh-
tercard slot, further decreasing size and complexity.

All 12-bit DACs/ADCs, programmable analog anti-aliasing
channel filters, frequency synthesizers, and direct-conversion mix-
ers are integrated on a single chip while the rest of the board con-
tains power amplifiers and filters, antenna diversity DPDT switch,
power distribution, and a microcontroller (Fig. 2). We designed
and tested fast-switching control circuits on the discrete amplifica-
tion stages that allow the system to operate as a TDD transceiver
with a switching time of less than 7 µs, or an FDD system with
independent transmit and receive fractional-N frequency synthesiz-
ers.

Clocking. Since the transmit and receive chains in a MU-MIMO
base station require precise phase synchronization, WURC was de-
signed to draw RF reference clocks from the host digital baseband
board as in Fig. 4. We placed an additional RF reference and sam-
pling clock buffer on the FMC/HSMC adaptor rather than on the
daughtercard itself so that the designed system can scale up to four
WURCs driven from a single host FPGA with synchronized clocks;
however, we only implement a single-radio adapter at this time.
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Figure 4: Source-synchronous sampling clocks and RF refer-
ence clocks are buffered in stages, permitting daisy-chaining
and future fanout to multiple radios.

Control and Calibration. An on-board micro-controller pro-
vides a simple, scriptable, two-wire UART or USB UART inter-
face to a host system for command and control of analog parame-
ters such as center frequency, transmit power, and analog channel
bandwidth, while providing full read/write configuration register
access to the transceiver.

We designed embedded libraries complete with calibration mac-
ros that offload complex computation from the host system and
handle the loading of stored factory calibration values for trans-
mit and receive baseband IQ-imbalance and local oscillator feed-
through compensation. In addition, we developed automated “fac-
tory” calibration procedures that allow us to rapidly calibrate a
large number of WURCs for field deployment with minimal setup
time.

Each WURC is a highly-integrated SDR front-end module that
provides unprecedented capabilities in a small form factor, enabling
a wide range of experimental trials and system implementations
with excellent RF flexibility.

3.2 WURC Array
In order to evaluate MU-MIMO transmissions at various car-

rier frequencies and node topologies, we integrate WURC and four
WARPv3 modules into a coherent 4-radio array.

Clock Sharing. The MU-MIMO WURC array combines four
WARPv3 boards and 4 WURC daughtercards into a single pro-
totype base station providing combined sample and RF-reference
clock synchronization, power, and structural support. Synchro-
nization of reference clocks for ADC sampling and RF frequency
synthesizers is required for coherent beamforming and is accom-
plished by forwarding a daisy-chained reference clock from one
master WARPv3 baseband board to the others in the array. All
radios derive their sampling and RF reference clocks from this for-
warded clock and thus remain phase-synchronized.

Antennas. Most studies of UHF propagation involve large, di-
rectional antennas intended for signal reception over many kilo-
meters. This is because optimal signal reception and transmission
requires antennas of at least 1/2 wavelength to generate a resonat-
ing standing wave. On the other hand, a Wireless LAN (WLAN)
deployment utilizing UHF frequencies may wish to keep the size of
the base station somewhat limited, particularly for indoor deploy-
ments. For our experiments, we utilize off-the-shelf passive, omni-
directional 3 dBi DTV antennas (August DTA240) that would pro-
vide the largest range of coverage with minimal dependance on di-
rection. In our experimental platform (Fig. 5), it is actually the
dual-band 2.4/5.8 GHz band antennas (L-com HG2458-5RD-RSP
with 3 dBi and 5 dBi gain, respectively) that are larger in size.
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Figure 5: Wideband UHF Radio Card (WURC) hardware platform.

This type of omni-directional antenna array is ideal for indoor
MU-MIMO as it provides many opportunities for multipath reflec-
tions [9]. In order to guarantee the required channel diversity, each
antenna was spaced at least 1/2 wavelength for its respective trans-
mit frequency.

3.3 Software Framework
In addition to the development of custom hardware to meet our

design requirements, we build upon or modify a number of existing
applications in order to develop an experimental framework for the
WURC MU-MIMO array.

3.3.1 WARPLab
The WARPLab 7 framework for WARP hardware provides a

means to pre-compute baseband signals in MATLAB, load trans-
mit sample buffers into an array of WARP boards, and then trig-
ger a simultaneous RF transmission of all buffered signals via a
back-end ethernet network or a GPIO trigger [6]. Similarly, an ar-
bitrary number of radios can be configured to perform automatic
gain control (AGC) and store their received RF samples in buffers
for off-line retrieval and processing.

We extend WARPLab’s object-oriented framework with addi-
tional classes and methods to support the WURC’s interfaces. This
system provides a powerful workflow for UHF PHY prototyping
and measurement studies for multi-antenna systems.

Measurement Speed. WARPLab 7 contains a number of trans-
port improvements that result in the ability to perform near-real-
time experiments by rapidly performing cycles of: precompute,
load, transmit/receive, fetch, and process on the order of 2.5 ms.
A fast central coordinator using jumbo ethernet frames for trans-
porting IQ buffers and a compiled MATLAB-mex transport layer
can operate at per-packet time intervals. We observed that extra
switches between WARPLab nodes produce measurable switching
delay and recommend the use of long ethernet cables and mini-
mization of the number of ethernet hops for backhaul.

While powerful, the primary drawbacks of WARPLab is that it
requires a central coordinator connected via gigabit ethernet
switches, and real-time protocol implementations generally require
processing at sub-packet timescales. These two factors hinder long-
distance or mobile experiments.

SINR Measurement Technique. In order to overcome these
limitations yet still accurately measure the MU-MIMO channel, we

employ a WARPLab-based MU-MIMO transmission framework
that is based on measuring received SINR and then computing the
Shannon capacity to estimate the achievable rate of a transmission
system. This is accomplished by a measurement technique adapted
from [9] and shown in Fig. 6. Here, the transmitter beamforms sec-
tions of the transmission packet independently to accurately mea-
sure the SINR.

In the depicted 4x2 transmission example, the transmitter first
sends an LTS preamble for timing synchronization (blue) and then
performs a MU-MIMO transmission to both users (red). In the
following two sections (green, purple), the transmitter sequentially
zeroes out the steering vector to each receiver in order to measure
noise and interference at each receiver during a MU-MIMO trans-
mission. In the example 4x2 case, this becomes a single-user beam-
formed transmission, however in the 4x3 or 4x4 case, two or three
receivers would be beamformed to during this measurement.

Thus, the difference between the full MU-MIMO transmission
containing both signal, noise, and interference at each receiver (red)
and the transmission containing just interference and noise at the
zeroed-out receiver (green or purple) is each transmitter’s SINR.
From there, we can compute aggregate Shannon Capacity as C =
log2(1 + SINR).

3.3.2 Real-Time 802.11a/g-Like Reference Design
We realize a real-time 802.11a/g-interoperable design utilizing

the WARPv3 802.11 Reference Design and WURC to transmit over
UHF frequencies, with modifications to provide 10 and 5 MHz
channels [3]. We develop custom HDL for the radio interface,
AGC, and digital filtering necessary for a real-time broadband sys-
tem, and integrate the hardware and software design with
the WARPv3 802.11 Reference Design. This system implements
a real-time layer-2 wireless bridge utilizing an 802.11a/g AP and
STA design with a completely open network stack.

In particular, the real-time capabilities of the 802.11 reference
design are leveraged to provide fine-grained continuous channel
estimates from multiple transmitting antennas in order to directly
measure the MU-MIMO channel capacity instantaneously and over
a long period of time.

3.3.3 Framework Enhancements
In order to enable long-range MIMO channel sounding by a large

number of mobile nodes, we make the following enhancements and
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Figure 6: Example RSSI Measurement used in achievable capacity calculation.

modifications to the WARP frameworks described in § 3.3.2 and
3.3.1.

Hardware Integration. We adapt both the WARPLab and
802.11 reference design to work seamlessly with the WURC hard-
ware in place of normal WARP daughter cards. From the per-
spective of the digital baseband, the analog front-end is transpar-
ent, which allows interchangeable analog PHYs to be used with the
same digital PHY/MAC for fair comparison. This is especially use-
ful for the MU-MIMO comparison study as it controls for a large
number of variables in the radio MAC and PHY chain.

Channel Bandwidth. The 802.11 reference design operates in
a 20 MHz channel bandwidth. In order to enable a UHF transmis-
sion to fit within one or two contiguous UHF channels of 6 MHz,
we modify the 802.11 reference design to operate at 10 and 5 MHz
channel bandwidths in compliance with the 802.11 standard. This
is accomplished by halving the data sampling rate with added pro-
grammable decimation filters and adjusting MAC parameters and
receiver DSP blocks to match.

Automatic Gain Control. The range of received power in re-
alistic deployments is sufficiently large that an AGC subsystem is
required to guarantee the robust and accurate reception of wide-
band channel sounding packets, particular when wireless nodes are
mobile. Reference designs from the WARP project rely on external
power detectors and autocorrelation to detect incoming packets and
estimate a target receive gain setting, whereas an external power
detector would require additional external circuitry on WURC.

Instead, we design a custom real-time digital loop in hardware to
provide AGC convergence within 5.6 µs as required by the 20 MHz
802.11 PLCP and utilizing only the ADC output for packet detec-
tion and power estimation. AGC is an enabling technique required
to ensure that channel measurement samples have the proper reso-
lution. This is guaranteed when the received signal strength at the
ADC input falls within the dynamic range of the ADC (the ADC’s
ENOB is 10 [2]).

Fig. 7 depicts the performance of the implemented power esti-
mator and AGC subsystem design by reporting a series of experi-
ments over a cable between two WURC nodes with a variable at-
tenuator. The transmit gain is fixed to 25 dB and a 802.11g-like
packet with random data payload and 16-QAM OFDM modula-
tion is constructed in MATLAB and transmitted over the cable us-
ing the WARPLab framework developed in § 3.3.1. The received
packet without Forward Error Correction (FEC) is decoded and its
received EVM is calculated as the mean across subcarriers and

−40 −35 −30 −25 −20 −15 −10 −5 0
0

5

10

15

20

25

30
Mean EVM vs. Target ADC Input Power

Target ADC Input Power (dBm)

M
ea

n 
EV

M
 (%

)

 

 

−40 −35 −30 −25 −20 −15 −10 −5 0
0

5

10

15

20

25

30

35

40

45

50

55

Mean AGC Gain vs. Target ADC Input Power
16 QAM, Tx 25 dB                        

Target ADC Input Power (dBm)

AG
C

 R
x 

G
ai

n 
Se

tti
ng

 (d
B)

 

 

60 dB atten 70 dB atten 80 dB atten 90 dB atten 100 dB atten

60 dB atten
70 dB atten
80 dB atten
90 dB atten
100 dB atten

Figure 7: Verification of the implemented received power esti-
mator and AGC operation. Measured with Tx gain at 25 dB,
with 16-QAM OFDM modulation.

OFDM symbols of the normalized distance between the received
decoded symbol and the intended decoded symbol.

Both the RF path attenuation and target ADC input power are
varied under these conditions, resulting in the plot shown in Fig.
7, where the error bars represent one standard deviation across 50
trials. The top plot shows that the ADC operating target of -26 to
-13 dBm is optimal for received EVM under a wide range of input
powers. For each attenuation value, the bowl of the EVM curve
represents the lower bound on the system’s 16-QAM receive EVM,
with the right-most bound of this range limited by saturation at the
ADC and the left-most bound is determined by the system noise
floor and quantization error. As expected, high signal attenuation of
100 dB results in a decrease in SINR and thus, minimum achievable
EVM. We therefore fix our target ADC input power to -18 dBm in
order to ensure that channel measurement packets are detected and
received without quantization error and with maximum precision.

Channel Sounding. While the legacy 802.11 design calculates
and stores channel state information as required by its OFDM chan-
nel equalizers, this information is generally discarded after packet
reception. The channel estimation extracted from each received
802.11 PLCP header [21] provides a complete CSI estimation ma-
trix that can be used as a single-antenna sounding event. We modify



the physical layer of the 802.11 reference design to treat each of a
series of transmitted PLCP headers as separate “packets” for the
purpose of CSI measurement from multiple transmitting antennas.

Our custom sounding “packet” is a brief 802.11g-like signal con-
taining PLCP header for packet detection, AGC convergence, and
symbol timing extraction. The payload is just long enough to pro-
vide error detection bits and identifying information about the trans-
mitter so that the transmitting antenna can be identified. Due to
the small size of this sounding packet, it is not compliant with the
requirement that 802.11 packets contain an 802.11 and link-layer
header. Therefore, we modify the MAC software to pass all pack-
ets regardless of valid header or fields to the Ethernet interface for
processing.

We construct this special sounding packet in MATLAB and pre-
configure the WURC array, running our WARPLab modification,
to transmit these packets continuously staggered in time as shown
in Figure 8. Tests show that WARPLab continuous-transmit mode
remains synchronous over long periods of time if the boards are
clock synchronized. We provide sufficient spacing between sound-
ing packets to allow the 802.11 PHY to process the previous packet
and reset, and we find that the WARPLab buffer size of 32768 sam-
ples over 819.2 µs is sufficient to capture channel variation even at
higher frequencies.

We combine this structure with a set of multiple listening nodes
that process these channel sounding packets and can then store
them for later retrieval. A ten-minute packet trace for a single an-
tenna can run over 1 GB in size, so substantial buffering and disk
I/O speed is required for the recording nodes.

1 2 3 4 1 2 32 3 4

Time
819.2 µs

Figure 8: Short timing packets are sent from each of the
WURC array antennas in rapid succession consisting of an
802.11 PLCP preamble and a short, 14-byte payload.

4. MODEL-DRIVEN EVALUATION
In order to understand how different environments and opera-

tional frequencies will effect the performance of a MU-MIMO sys-
tem, we first turn to modern statistical MIMO channel models [24].
Since this statistical model requires tuning for different environ-
ments and frequencies, we compare the results using two published
parametrizations for 300 MHz [36] and 5.8 GHz[27]. These results
provide the theoretical motivation for over-the-air experiments to
explore common application scenarios for UHF and 2.4/5.8 GHz
WiFi.

4.1 UHF vs. 2.4/5 GHz: Channel Models
Spectrum differences between 2.4/5 GHz WiFi and sub-gigahertz

frequencies are essentially due to the different manifestations of
Doppler effects given each band’s wavelength. Doppler effects are
a result of transmitter, receiver, and client movement with respect to
a transmission’s wavelength. Because sub-gigahertz wavelengths
are 2-4 times longer than 2.4/5 GHz, environmental variation will

affect sub-gigahertz transmissions 2-4 times less (without consid-
ering multi-path effects).

Fig. 9 shows the theoretical, freespace 50% coherence time for
various sub-gigahertz and 2.4/5 GHz frequencies [28]. The 50%
coherence time is expected length of time that the channel char-
acteristics will vary at most 50% given some velocity (effectively
channel variation).

The coherence time difference between 2.4/5 GHz WiFi and sub-
gigahertz frequencies is between 1-2 orders of magnitude. This
channel characterization does not consider many real world effects
such as multi-path or fading but provides a coarse characterization
of the key differences in the two bands.
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Figure 9: 50% coherence time for various sub-gigahertz and
2.4/5 GHz WiFi frequencies.

For a more realistic characterization of the spectrum differences,
we employ the COST 2100 MIMO channel model, a flexible chan-
nel model that is well suited for MU-MIMO scenarios [24]. This
channel model is tuned with parameters that are extracted from em-
pirical measurements and thus does consider real-world channel
effects such as fading, multi-path, and non-line-of-sight (NLOS)
transmissions. Parametrized realizations of the COST 2100 model
have been created for 300 MHz [36] and 5 GHz [27] bands. Us-
ing these models, we generate 15,000 channel snapshots at a simu-
lated rate of 100 snapshots per second to characterize the variation
of channel state over time and the separability of individual users.
Specifically we explore the temporal correlation and receiver sepa-
rability (shown in Fig. 10) of the generated matrices.

Temporal correlation is the average autocorrelation between
channel snapshots at varying intervals of time calculated as de-
scribed in [31]. The correlation coefficient at time ρ at time interval
` is defined as:

ρ` =
E
[
Hmn[k]H∗mn[k + `]

]
E
[
Hmn[k]H∗mn[k]

] (3)

where expectation is calculated for all combinations of transmit an-
tenna m, receive antenna n and starting time sample k.

We show the magnitude of the temporal correlation coefficient in
Fig. 10(a) for our generated channels. Lower temporal correlation
results in less robust MU-MIMO transmissions because the mea-
sured channel state has a high probability of being stale. As seen in
Fig. 10(a), the temporal correlation of 5 GHz WiFi almost immedi-
ately drops to below 0.9 (T0.9) a point when when re-sounding the
channel is strongly suggested [11].

According to the channel models, the approximate re-sounding
time for 5 GHz is 50 ms and 300 MHz is approximately 4.5 s (al-
most two orders of magnitude longer). This result is similar to what
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(a) Temporal correlation between channel snapshots from 0 to 10
seconds apart. Higher time correlation allows for more robust MU-
MIMO performance. T0.9 is 50 ms and 4 s for 5 GHz and 300 MHz
respectively.
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Figure 10: Temporal correlation and channel condition of
300 MHz and 5 GHz 2x2 MU-MIMO channels generated by
COST 2100 MIMO channel model.

we expect from Doppler effects of the different frequency bands
(Fig. 9) and is similar to our indoor temporal characterization in
§ 5.1.

User separability refers to how well a multi-antenna transmitter
can serve a set of users in parallel. The Demmel condition num-
ber is a modified matrix condition number that directly predicts the
efficacy of an adaptive MIMO or MU-MIMO transmission for a
particular channel realization [35].

The Demmel condition number is computed using the eigenval-
ues λk of HH† as:

d ,

∑n
k=1 λk

λn
(4)

where λ1 > λ2 > . . . > λn. This ratio represents how well a ma-
trix can be inverted, a key component of many adaptive MU-MIMO
techniques such as Zero-Forcing Beamforming [34] and MMSE
[30]. Specifically, the higher the condition number, the more nu-
merically unstable the inverse and thus the more inter-user inter-
ference during MU-MIMO transmissions reducing received SINR.
The condition number ranges from 1 to infinity for well to ill-
conditioned matrices, respectively.

This method of calculating the condition number is less forgiv-
ing than the traditional singular value ratio. The singular values of

H are the square root of the eigenvalues of HH†. Thus, instead of
σk/σn, the Demmel condition number is equivalent to

∑
σ2/σ2

n

meaning that channel matrices with low singular values (resulting
in inaccurate inversion) are even further “penalized.“ This modifi-
cation to the condition number better predicts MU-MIMO perfor-
mance, in fact, it is consistent and accurate enough to be used for
determining parameters such as supported modulation rate and user
selection [35].

The COST channel models show a significant difference between
the 5 GHz WiFi and UHF bands. The CDF shown in Fig. 10(b) de-
picts how almost all of the generated 5 GHz channel matrices have
a Demmel condition number less than 10 while UHF’s channel con-
dition varies far more and is significantly worse. This results in an
increased ability for a MU-MIMO transmitter to invert the channel
matrix and send orthogonal streams to each intended user.

Thus, existing MIMO channel models show that while the UHF
channel is more temporally stable over time, its ill-conditioned
channel matrices can result in lower served SINR due to inter-user
interference. However, the available parametrizations of the COST
model are for indoor 5 GHz and outdoor UHF scenarios. We show
in § 5 how restricting these bands to these transmission environ-
ments does not tell the full story.

5. EXPERIMENT-DRIVEN EVALUATION
The models analyzed in § 4 are parametrized for particular en-

vironments, frequency bands, and topologies. While they suggest
that the performance of MU-MIMO beamforming in UHF bands
may be advantageous, it it difficult to directly predict or simulate
UHF performance using these models as they were not validated
for application scenarios such as indoor or urban outdoor, nor the
UHF frequency band.

In order to address uncertainty in these models for our target
application (indoor and outdoor WLAN), we perform a set of ex-
periments utilizing our custom SDR radio platform that allows us
to measure the performance of a MU-MIMO transmission over a
diverse set of carrier frequencies and characterize the wireless MU-
MIMO channel for important temporal and spatial correlation prop-
erties.

We perform over-the-air beam-forming transmissions in a
densely packed, challenging office scenario with multiple sub-
scriber nodes and demonstrate not only the ability to simultane-
ously beamform to distinct users in relatively close proximity, but
also the relative improvement that shifting to UHF frequencies pro-
vides.

Finally, we perform two sets of experiments with a customized
MAC and PHY designed to gather dense, wideband, over-the-air
channel estimates in realistic indoor and outdoor WLAN scenarios
with multiple subscriber nodes. Using this data, we then demon-
strate that the spatial correlation for outdoor users remains similar
to that of 2.4 GHz WiFi, thus incurring no beamforming “penalty”
for utilizing a frequency band with superior propagation and tem-
poral correlation.

5.1 Indoor MU-MIMO Transmissions
Experimental Setup. First, we evaluate the performance of

UHF MU-MIMO in an indoor, NLOS, office environment. Exper-
iments were conducted during the work day with people walking
through the halls in the environment depicted in Fig. 12.

The transmitting array was placed on a third floor walk-
way bridge and 6 separate receivers in two adjacent offices within
the adjoining hallway. Note that the to-scale depiction in Fig. 12
shows the relative co-location of all receiving nodes with respect
to the distance from the transmitter to simulate a densely packed
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Figure 11: Received MU-MIMO Capacity.

office environment. This represents a realistic, challenging case for
indoor stationary MU-MIMO transmissions due to the co-located
receivers.

To encompass a wide range of user grouping conditions, every
possible combination of transmit and receive antennas are consid-
ered. Sixty transmissions are performed for each topology. The
center frequencies for each frequency band (i.e. channel) were
chosen so that transmissions did not encounter interference from
other equipment. Specifically, the UHF channel was first directly
scanned for existing DTV or microphone transmissions and an ex-
perimental license was obtained to operate equipment on that chan-
nel. The channels selected for 2.4 and 5.8 GHz are not currently
supported by the regulatory domain where these experiments were
performed, thus ensuring minimal ISM-band interference. Using
the measurement technique specified in § 3.3.1, every possible top-
ology’s MU-MIMO capacity is measured for each frequency band
and shown in Fig. 11.

MU-MIMO Achievable Sum-Rate Capacity. Based on the
channel models and accompanying analysis presented in § 4.1, we
expect that the increased spatial correlation of UHF channels will
not allow for MU-MIMO transmissions to accurately separate
nearby users. However, we find that UHF MU-MIMO transmis-
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Figure 12: Indoor Experimental Test Setup.
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Figure 13: Demmel condition number measured for the indoor
environment. Left is better for MU-MIMO.

sions can actually achieve a sum capacity similar to that of 2.4 GHz
WiFi transmissions (always between 1-2 b/s/Hz above of below the
2.4 GHz band).

In fact, we find that majority of the intuition and channel mod-
els surrounding UHF MU-MIMO are not specific to the frequency
band itself but rather generalized characteristics of MU-MIMO
transmissions. For example, the available MU-MIMO channel
models characterize indoor WiFi and outdoor UHF channel envi-
ronments where, regardless of frequency band, we expect increased
difficulty in user separability in outdoor environments. Note the
channel condition of the different transmission bands in the NLOS
environment in Fig. 13 are similar in contrast to Fig. 10(b). Even
though the wavelength of UHF is longer resulting in better prop-
agation through materials, the UHF-band transmission still expe-
riences enough multi-path to successfully beamform to multiple
users in parallel.

Additionally, the results shown in Fig. 11 show a known trend of
achievable capacity for MU-MIMO transmissions where the MU-
MIMO gain plateaus as the available Degrees of Freedom (DoF)1

are reached. The consistently worse performance of 5.8 GHz is ex-
plained by the high attenuation experienced by that frequency band
in NLOS conditions combined with its sensitivity to environmental
variation.

1DoF here refers to how many more transmit antennas there are
than receive antennas in a MIMO transmission.



Note that UHF MU-MIMO consistently outperforms 2.4 GHz
transmissions except for in the 2x2 transmission scenario. Because
the sum transmit power emanating from the array is held constant
regardless of the number of transmit antennas in use, the perfor-
mance differential is solely a result of channel state, specifically it
is an indicator of temporal channel correlation due to the WARPLab
measurement platform.

As discussed on § 3.3.1, the latency in the WARPLab platform is
due to the rate at which the host PC can download and upload sam-
ples to each of the WARP boards over Ethernet. In our system, we
benchmark a read/write rate of approximately 2.5 ms per buffer and
the closed loop beamforming method employed requires between
10 to 20 ms to complete depending on the number of transmit and
receive antennas (the difference between a 2x2 and 4x4 transmis-
sion scenario).

Measured Temporal Correlation. To gain additional insight
into the measured capacity results and to infer real world perfor-
mance from our MU-MIMO transmissions, we also consider the
channel correlation measured during each experiment.

For each topology, we consider each of the 60 MU-MIMO trans-
missions and their channel matrices. We calculate channel cor-
relation between varying times during the experiment to measure
the rate of change of the channel information with respect to time.
These calculations are an average over all topologies (all combina-
tions of transmit and receive antennas).
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Figure 14: Measured Temporal Channel Correlation, depict-
ing Beacon Interval, and T0.9. WARPLab latency is 10-20 ms
depending number of transmit and receive antennas.

Fig. 14 shows how the channels decorrelate over the course of
one measured second in time. This is effectively an indicator of
how long a transmitter has after measuring the channel matrix and
before actually transmitting parallel streams using that measure-
ment. A coherence time of T0.9 represents when the probability of
the channel being too stale to successfully beamform over is high.

First, note that the WARPLab latency range of 10 to 20 ms is
approximately T0.9 for the the two WiFi frequency bands. This
indicates why only the 2x2 transmission scenario has the 2.4 GHz
transmitter outperform UHF MU-MIMO; the latency between the
sounding and transmission phase was the lowest and just at the T0.9

limit.
While the 2.4/5 GHz frequencies both drop significantly within

100 ms, UHF remains above the T0.9 threshold for the maximum
one measured second difference between channel matrices. While

these correlation values are not asymptotic and will eventually de-
grade, the performance of 2.4 and 5.8 GHz is sufficently low for
stationary devices [11].

Also note that the 802.11 beacon packet rate (100 ms) is greater
than the interval that 2.4/5 GHz MU-MIMO channels decorrelate.
However, the stability of the UHF channel implies that a UHF MU-
MIMO system could use periodic protocol packets for exchanging
channel state information.

Finally, the channel correlation result shown in Fig. 14 effec-
tively scales the MU-MIMO achievable rate shown in Fig. 12. The
rate at which the 2.4/5 GHz channel decorrelates necessitates chan-
nel sounding on a per packet basis adding considerable overhead
to MU-MIMO transmissions. However, the temporal stability of
the UHF MU-MIMO channel allows a transmitter to significantly
reduce this overhead intensive sounding process and thus signifi-
cantly increase the potential MU-MIMO gains.

5.2 Outdoor Channel Characterization

Tx

Rx

Rx

Rx

Rx

RxRx

Figure 15: Experimental setup for outdoor channel sounding
experiments. Distances between transmitter (on third floor bal-
cony) and receivers shown. Note building and tree locations.

Finally, using the experimental framework developed in § 3, we
perform outdoor channel sounding experiments to directly compare
the performance and stability of UHF MU-MIMO channels. To that
end, we setup an experimental network of a collection of nodes lo-
cated outdoors being served by our array from a third floor balcony.
Although the UHF transmitter is capable of transmitting much fur-
ther distances, we limited the scale of the topology as shown in
Fig. 15 to ensure a fair comparison between UHF and 2.4/5 GHz
bands. The locations of the nodes were chosen such that the trans-
missions from the UHF and 2.4/5 GHz bands would reach the re-
ceivers (the UHF band transmitters can easily transmit further than
50 m). However, even by reducing the receiver distance to what
is shown in Fig. 15, the 5 GHz band transmissions did not reliably
reach the receiving nodes severely limiting the number of measured
channel matrices. Thus, we restrict our outdoor comparison to the
UHF and 2.4 GHz bands.

Just as we evaluated temporal correlation in the multi-path rich,
indoor transmission environment, we seek to similarly characterize
the most detrimental aspect of the outdoor MU-MIMO channel: re-



ceiver separability. Ill-conditioned channel matrices, as discussed
in § 4.1, have a detrimental effect on an MU-MIMO enabled trans-
mitter’s ability to separate multiple users.

In the previous section, we found that while temporal stability
of UHF was greater than that of 2.4/5 GHz, spatial correlation
did not suffer as the UHF MU-MIMO transmissions were able to
separate the co-located receivers. However, in an open, outdoor
line-of-sight (LOS) environment, we find that both the UHF and
2.4 GHz bands exhibit the same Demmel condition number. Addi-
tionally, the CDF of the Demmel condition number closely matches
the COST UHF channel condition shown in Fig. 10(b). This sug-
gests that the comparison shown in Fig. 10(b) is not a result of the
frequency band itself, but rather the wholly different channel envi-
ronments in which the model was parametrized.
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Figure 16: Measured Demmel Condition Number of the out-
door MU-MIMO channel.

6. RELATED WORK
We separate the discussion of related work into platforms and

testbeds and UHF band characterization.

6.1 SDR Platforms
A number of common development platforms are capable of

some degree of frequency-agility and programmability, e.g., [1,
4, 5]. However, these platforms are generally limited to either
narrow-bandwidth applications when used for real-time applica-
tions or lack the open hardware and software stack required for re-
search. None of them contain high-power amplifiers for long-range
experiments. The form-factor currently required for real-time op-
eration of platforms performing DSP operations on a CPU [1, 4]
becomes a limitation when measuring wideband channel statistics
for long periods of time with high temporal granularity, as such
experiments often require many mobile user nodes.

Furthermore, existing systems do not integrate all components
(specifically, a high-power analog front-end or highly dynamic
AGC subsystem) necessary for high-bandwidth, long-range exper-
iments. Off-the-shelf UHF amplifiers often are not designed for
frequency-flat, wideband operation between 470-698 MHz and
their size and external power requirements further hinder the mo-
bility of multiple radio nodes.

WURC is designed to work interchangeably with any digital
baseband and only draws power from the expansion card slot avail-
able on most FPGA development boards while integrating the re-
maining components necessary for a high-powered wideband trans-
ceiver. In combination with WURC, the WARP digital baseband
platform contains a complete real-time layer 2 network stack and
large experimental log storage capabilities (2 GB DDR3 RAM)

within a small form-factor board, making it feasible to build and
deploy a large number of wireless, mobile nodes for UHF MU-
MIMO experiments.

6.2 UHF Band Characterization
MU-MIMO 2.4/5 GHz Characterization. While previous work

emphasizes the importance of channel coherence time for MU-
MIMO systems [9] and theoretical results suggest that center fre-
quency is directly related to channel coherence time [28], these
works do not provide the information necessary to perform a com-
parison based on center frequency. Such an investigation is nec-
essary as MU-MIMO theoretical models for UHF and 2.4/5 GHz
WiFi bands are parametrized for different environments (outdoor
and indoor respectively). Models suggest that UHF band MU-
MIMO exhibits increased temporal correlation at the cost of in-
creased spatial correlation compared to 2.4/5 GHz WiFi (which
would be detrimental to MU-MIMO due to the difficulty in provid-
ing orthogonal streams to the user [9]). However, we show that this
tradeoff is not a result of the frequency band; instead, it is a result
of the transmission environment. Thus, this discrepancy is not an
inherent flaw to existing MU-MIMO channel models; rather, it is
a result of incomplete parametrization and comparison of the MU-
MIMO channel for all band/environment combinations.

SISO UHF Characterization. Several works explore the propa-
gation characteristics of UHF transmissions in a variety of environ-
ments and topologies, e.g., [13, 20, 26, 33]. These works exhaus-
tively analyze the performance of packetized UHF transmissions
through different materials and in various environments. However,
they focus on single-antenna, single-user transmissions and thus
the characterization is restricted to metrics such as path loss, delay
profile, and attenuation through materials. In contrast, our work fo-
cuses on the aggregate effects of these metrics with respect to MU-
MIMO transmissions, namely temporal and spatial correlation in
outdoor and indoor environments. Additionally, our work focuses
on comparing these characteristics to 2.4/5 GHz bands where MU-
MIMO techniques are used prevalently.

MIMO UHF Characterization. Other works exhaustively char-
acterize MIMO transmissions in the UHF band [10, 15, 19, 22, 25].
However, they focus on outdoor, Single-user MIMO transmissions
and thus focus on point to point transmissions with a single trans-
mitter/receiver pair, each equipped with multiple antennas. While
single-user and multi-user MIMO transmissions can have an equiv-
alent number of transmit/receive antenna paths, the co-located re-
ceive antennas in the single-user case drastically reduces the vari-
ability in the temporal and spatial correlation with respect to envi-
ronmental factors. Thus, the usage scenario of distinct MU-MIMO
user nodes separated by some distance is not represented in the ex-
isting work. Instead, our work focuses on multi-user MIMO trans-
missions and specifically characterizes the effects of separated re-
ceivers.

Lastly, uplink MU-MIMO channels were studied in the UHF-
band in a rural outdoor environment [29]. In contrast, we focus on
downlink transmissions, consider both indoor and urban outdoor
environments and provide channel characterization and spatial cor-
relation of groups of users. Additionally, we evaluate both UHF
and 2.4/5 GHz band MU-MIMO performance to comparatively
characterize the performance of a UHF-band MU-MIMO system
and provide an open-source platform.

7. CONCLUSION
We design and implement a wideband UHF SDR front-end with

the ability to transmit on a diverse set of frequencies. We then uti-
lize this new hardware capability and design an open MU-MIMO



testbed, which we use to perform over-the-air experiments to em-
pirically demonstrate that the UHF band is advantageous for MU-
MIMO technologies.
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