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ABSTRACT the path. While such architectures provide excellent tyal-

The traditional approach to implementing admission capamex-
emplified by the Integrated Services proposal in the IETEsLes
signalling protocol to establish reservations at all resitdong the
path. While providing excellent quality-of-service, tldpproach
has limited scalability because it requires routers to kaepflow
state and to process per-flow reservation messages. Ineanpatt
to implement admission control without these scalabiligtpems,
several recent papers have proposed various forresdoint ad-
mission contral In these designs, the hosts (the endpoints) probe
the network to detect the level of congestion; the host althi
flow only if the detected level of congestion is sufficientyl This
paper is devoted to the study of endpoint admission conii¢g.
first consider several architectural issues that guide ¢andtrain)
the design of such systems. We then use simulations to egdhe
performance of endpoint admission control in variousisgsti The
modest performance degradation between traditional rdnatsed
admission control and endpoint admission control sugghatsa
real-time service based on endpoint probing may be viable.

1. INTRODUCTION

In the last decade a large body of work has been devoted tadprov
ing quality of service to individuakal-timeflows. Admission con-
trol is the common element of these Integrated ServiceSév)
architectures; that is, flows must request service from dte/ork
and are accepted (or rejected) depending on the level ofalai
resources. Typically this involves a signalling mechanssroh as
RSVP [24] to carry the reservation request to all the rouadrag
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service, they have significant scalability problems. Routaust
process per-flow reservation requests, and must keep pestiéte
to ensure that they deliver the desired quality of serviceaoap-
propriate flows; in the limit of many flows, this will place am-u
bearable burden on routers. While there are attempts to maite
designs more scalable through aggregation and hierarel)[18,
1] for two such efforts) the scalability of these IntServtatectures
remains an open question.

Differentiated Services (DiffServ) is another approachraviding
quality of service (see, for example, [3, 17]). DiffServ végs
no per-flow admission control or signalling, and routers ad n
maintain any per-flow state. Routers merely implement & safit
priority-like scheduling and buffering mechanisms andlgpem
based on the DS field in the packet headers. The lack of admis-
sion control means that, upon overload in a given servicsscla
all flows in that class suffer a degradation of service. Rfiog
quality of service for individual realtime flows is not theirpary
purpose of DiffServ, but the combination of provisioningnsce-
level-agreements and DiffServ router mechanisms may psafe
ficient for this task.

In an attempt to combine DiffServ’s superior scalabilitymintServ’s
superior quality-of-service, several recent papers [Z,,5,3, 15]
have proposed the quite novel approach of ugindpoint admis-
sion control In these designs, the end Hoptobes the network
by sending probe packets at the data rate it would like torvese
and recording the resulting level of packet losses (or ECih\yes-
tion marks [19]). The host then admits the flow only if the loss
(or marking) percentage is below some threshold value. Bexa
these designs rely on necessarily imprecise network meiamunts

to guide their admission control decisions, endpoint adimiscon-
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to Controlled-Load [22] in which the aggregate load is kepea-
sonable levels but no hard or precise service guaranteesaate
to individual flows. Given that the queueing delays are Yikelbe
quite small, the quality of service is measured strictlyamis of
packet loss; the goal is to make this loss rate small but ngivio
any precise assurances of how sriall.

Endpoint admission control is much like the traditionaSetv ap-

! The endpoint can either be a host or an edge router (as it%)in [
but in this paper we will focus primarily on host endpoints.
2There are some more stringent (but still soft) real-timevises
that attempt to provide an upper bound on the loss rate. Malseo
basic architectural points made in Section 2 apply equadif to
this statisticalservice; in Section 4 we briefly discuss the possibil-
ity of achieving this more stringent statistical service.



proach in that admission control is used and flows are adnitte
only if resources are availabteHowever, endpoint admission con-
trol requires no explicit support from the routers; routeegp no
per-flow state and do not process reservation requestspartets
drop or mark packets in a normal manner (perhaps using tiw@gar
priority mechanisms supplied by DiffServ). Thus, endpaidinis-
sion control designs do not have the scalability problemseiated
with IntServ but their goal is to provide a quality of serv&milar

to IntServ's. Endpoint admission control is an attempt te the
regularbest efforinfrastructure (with its DiffServ extensions) and,
by adding control algorithms at the endpoints, deliver a-tieze
service. If successful, this would represent a dramatit Bhthe
way real-time services are supported. The crucial quesiioththe
one we focus on here, is whether (and how) such endpoint admis
sion control designs are indeed able to adequately supEwita
real-time service like Controlled-Load.

The specific endpoint admission control proposals in tleedttire

all share similar architectures but differ significantlydetail. The
scheme described in [13, 15] is part of a more general proposa
to base pricing on ECN congestion marks. All packets arddda
identically — data and probe packets are indistinguishaseare
best-effort and real-time packets — and packets are marged u
congestion. Flows can send as much traffic as they wish, bat mu
pay for those packets that are marked. In this setting, aloms
control is a service offered by third-parties (or the netwitself)

to provide a guaranteed price for the flow (as opposed toati-tr
tional IntServ, guaranteeing the level of service). A qdiféerent
designis described in [7]; this design uses packet drofigrréhan
congestion marks, to indicate congestion and sends the jpatk-
ets in a separate (lower) priority class. A very similar dagiased
on packet drops and probe packets in a lower priority claatss
consideredin [2]. In [5] thendpointis not the host but is the edge
router. While hosts must necessarily probe to detect cdioges
edge routers can passively monitor paths to ascertain tirertu
load levels. Passive probing may provide more accuratmatsds

of the current network load, and it has the added advantage th
flows need not endure the probing delay before sending.

Each of these previous papers proposed a specific desigayahd
uated that design’s basic functionality. While these peagi®each
have their own merit, what is missing from the literature lis@ader
exploration of the fundamental architectural and perforosais-
sues inherent in endpoint admission control. This papeuisat
tempt to elucidate some of these issues.

This paper is organized as follows. In Section 2 we use a very
simple model to discuss several basic architectural isslieese
architectural issues suggest a set of designs that mighéeste

of supporting a soft real-time service. We are not claimingeity

for these designs — in fact they are rather similar to theghassin

the literature discussed above — we claim only that they lenab

to investigate the range of design options available in eimd@d-
mission control. We bound this range of options by confiniag o

FWe should also point out that endpoint admission contramres
bles the current congestion control paradigm in that neftbguire
router support, and both use host probing to detect the muereel
of congestion; the key difference between the two is thatoin-c
gestion control hosts continually adjust their currenh$raission
rate in an attempt to share the available bandwidth faidy gbme
definition of fair) whereas in endpoint admission contraljrathe
traditional IntServ approach, an initial binary decisidmdether

selves to designs that are plausibly deployable in the neare.
By this we mean that the design must not require any router-fun
tionality beyond the priority and marking mechanisms thayrbe
available as part of DiffServ and ECN. This deployabilitynde
tion eliminates several otherwise attractive possib#iti First, we
do not consider designs that require routers to process/ed&m
messages no matter how lightweight that processing is. ddie |
of reservation messages distinguishes the class of ertdybimis-
sion control designs from lightweight signalling propasstich as
[8] and [21]# Schemes based on Dynamic Packet State [20], which
eliminate per-flow state in core routers but still require fi@wv sig-
nalling and admission control, also violate the deploygbdon-
dition. Second, the deployability condition implies thag ¥ocus
only on using hosts as the endpoints in our algorithms, radttean
edge routers; we thus cannot avail ourselves of the posailvien-
tages of passive monitoring by edge routers and must relystsh
actively probing to detect congestion. In particular, pngkinher-
ently involves a significant set-up delay, on the order obsels;
not all real-time applications will easily tolerate suchetile set-up
delays. Finally, as part of our deployability requiremet ao not
consider designs that involve changes to the current biest-ger-
vice or its pricing structure; this eliminates proposaie [j13, 15]
that, while quite attractive and intriguing, would face refegcant
deployment hurdles.

Armed with the set of possible designs from Section 2, we then
turn to evaluating these designs through simulation. W see
understand the extent to which these various designs cgogup

a soft real-time service similar to Controlled-Load. Fderence,

we compare these designs to a conventional measuremesd-bas
admission control algorithm. In Section 3 we define in more de
tail the algorithms to be tested and then describe our stioala
methodology. We then present our simulation results iniGeet
and address several performance issues. We conclude inrs&ct
with a brief summary of our results.

2. ARCHITECTURAL ISSUES

In this section we discuss some basic architectural issumbuse
these considerations to motivate the set of design opttatsalill
be simulated in Section 4. The proposals in the literatueseither
packetdrops or congestion marks as an indication of coiogest
what follows we will refer to packet dropping as the defahibice
(unless otherwise specified) but our points apply equally tee
both. Similarly, some proposals have the probe packetsaséne
same level of priority as the data packets, and others pedphave
them in a separate (lower) priority class; in what follows wié
assume the former as the default case unless specified @herw

To facilitate the architectural discussion, we employ aarsim-
plified fluid-flow model of a single congested link of capadity
Each flow : sends at some fixed ratg, and the resulting dropping
rate isy , r; —C and the dropping fraction |§:— To gain ad-
mission, a flow sends its probe packets at ratiar some period of
time and measures the resulting loss fraction; the flow isitheldn
only if the probe loss fraction is below some threshgld=or most

*Our lack of consideration of these proposals should not benta
as a condemnation of lightweight signalling protocols. e reot
attempting to weigh the respective merits of the two appreac
(endpoint admission control and lightweight signallinghis pa-
per, merely to provide more insight into the properties alfint
admission control designs.

the flow is admitted or not is made, and there are no subsequent’ For convenience, we equate hosts with flows in the discugsion

adjustments to the flow's bandwidth (and no subsequentipgdbi

low.



of this section we will assume that probing is perfect; tlee, loss
fraction measured by the flow is exac@% (where the sum

includes the-; of the probing flow). While this model is obviously
quite unrealistic, we use it only to illustrate the varioushatec-
tural issues we address below. We divide the architectssaieis
into two categories: those that are relevant to the routeedaling
mechanisms and those that are relevant to endpoint prokgog a
rithms.

2.1 Router Scheduling Mechanisms

In this section we discussissues that help identify whittedaling
mechanisms are compatible with endpoint admission coalgal-
rithms. Our point here is not to design complicated new suliegl
algorithms; in fact, we are constrained to use those meshamni
currently in use or proposed for traditional best effort &iffiServ
and we are merely investigating which of those mechanisras be
support endpoint admission control. For the purposes efgac-
tion we assume that = 0 for all ;. The insights do not change
when we consider nonzeeg but the algebra becomes unnecessar-
ily cumbersome.

2.1.1 FIFO or Fair Queueing: the issue of stolen

bandwidth
Two obvious possibilities for packetscheduling algorighane FIFO
and Fair Queueing. We now consider the possible impactseseth
two scheduling algorithms on endpoint admission controsus-
cessful probe — one that detects a dropping percentagénksst
equal toe — indicates that the flow would receive an adequate level
of service under current conditioAsCan the flow count on this
level of service to continue, or could its bandwidthdielenfrom
it by subsequent arrivals? We use our simple model of a single
congested link and consider two groups of flows: those witra
and those with rate, (we assume: > r1). Letn; andn, denote
the number of flows currently resident (or probing) in eaaugr

If the router uses FIFO packet scheduling, then no flow wiirdne
admitted if the load while probing (given by r1 + nor2, where
then’s include the probing flow) is greater than the capa€ityhis
standard applies to all flows, so no flow will be admitted if 8oy
would be experience a significantloss rate (although, asiweee
in Section 2.2.3, probing flows may produce significant loenef
the number of accepted flows is small).

If the router uses Fair Queueing scheduling (or some othéainta
that enforces max-min fair bandwidth allocations) then gtiea-
tion is quite different. A probing flow in the first group is adtad
(and existing flows in that group continue to receive acdaptser-
vice) as long as:(n; + n2) < C; a flow in the second group is
admitted (and existing flows in that group continue to reeeic-
ceptable service) as long asr1 + nere < C. If at some given
time we haveniri + nare < C flows of the second type will
admitted; if a short time later several flows of the first typeva,
these newly arriving flows will be admitted until (rn; +n2) = C.
At that point, the loss fraction for the first group of flows raims
zero, while the loss fraction for the second group of flom@g—l.

If we taker, = 2r; then this loss fraction ié which is clearly un-
acceptable. In such situations the larger flows (those irs¢étend

SWe do not mean to imply that flows require the dropping percent
age to be below some precise target in order for service tache a
ceptable. However, we do assume that if the loss percensage i

group) will experience substantial losses even though nvthey
initially probed, the network was completely uncongest@this
shows that Fair Queueing’s ability to isolate flows from eatiter
— to give each flow its fair share regardless of the overalll lea
is not suited to endpoint admission control; such isolateads
to situations where smaller flows are admitted even when #uei
ceptance impairs the service being delivered to alreadgpied
larger flows. Thus, in designing endpoint admission corgrohi-
tectures one should not use Fair Queueing or its varianesriace
admission-controlled traffit.

2.1.2 Coexisting with Best-Effort Traffic

One of our design constraints is that the endpoint admission
trol coexist with current best-effort traffic. There is wigheead
agreement that, in the current infrastructure, all appibcas shar-
ing bandwidth with TCP should deploy TCP-friendly congesti
control. Moreover, there are efforts to deploy various feraf
penalty boxeshat would punish flows for not being TCP friendly
[10]. The admission-controlled flows we have been discussia
not TCP-friendly, and thus would not share fairly with ekigt
TCP applications and may very well be punished by penaltgbox
Thus, it is necessary to provide isolation between the T@&fidr
and the admission-controlled traffic. The discussion alsoggests
that this isolation cannot be achieved by using a Fair Qureuei
CBQ scheduler to give best-effort and admission-contiadiach a
share of the bandwidth. One needs a mechanism that does not al
low the admission-controlled traffic to evesrrowbandwidth from
best-effort (because that bandwidth might fool a probetimittking
extra bandwidth was available) and does not allow the biést-e
traffic to pre-empt admission-controlled traffic. The adsius-
controlled traffic thus needs a strict upper bound (so it nbee
rows) and lower bound (so it is never pre-empted) on its alsel
bandwidth.

The easiest way to accomplish this is to serve the admission c
trolled traffic in a higher priority class, but to strictlymit its share

of bandwidth to some fraction of the link bandwidth (the amioaf

the allocated share is a local administrative decision @edimot be
uniform across routers). Simple priority queues with a fliatéer

(as described in [23]) could easily be included in DiffSequipped
routers. Note that such queueing mechanisms are not work con
serving; if there is no best-effort traffic presentwhen thmession-
controlled traffic exceeds its limit, the scheduler tempityrdeaves

the link idle rather than sending the admission-contraleffic.

As a side note, we observe that one could use other formsesf rat
limited schedulers, such as rate-limited Fair Queueing ouriel
Robin, to share between best-effort and the admissionr-atad
traffic. In each of these, the admission-controlled traféeds a
strict rate limit, but the best-effort traffic does not. Aflat is re-
quired of the scheduling algorithm (beyond the rate-limgtthat
when there is admission-controlled traffic present it gestsllo-
cated share of the bandwidth. We focus on the priority seroidy
because it is the simplest way to achieve this, and it isylikieht
the admission-controlled traffic is more delay-sensitianttypical
best-effort traffic.

"Nothing in this section has any bearing on whether Fair Qingue

belowe then service is acceptable and that if the loss percentage isshould be used to service best effort traffic. Our conclusiamly

quite high then the service is not acceptable.

that it should not be used for the admission-controlleditraf



2.1.3 Multiple Levels of Service

Once we are using priority queueing mechanisms, it seemsaiat
to offer several levels of admission-controlled servicéhvithese
levels of service receiving different prioriti€s.However, if the
probes are sent at the same priority as the latter data gathken
offering several levels of priority introduces the samelte prob-
lem we saw in Section 2.1.1. To see this more clearly, imagihe
flows have the same rate Letrn;, andn., denote the number of
flows using priority levels 1 and 2 (with class 1 being higheop
ity). Flows will continue to be admitted to (and continue ¢ceive
acceptable service in) level 1 as longas < C, while flows will
be admitted to (and continue to receive acceptable semjdevel

2 aslong agni +n2)r < C. Asin Section 2.1.1, any flows admit-
ted to level 2 may have their bandwidttolenby later admissions
to level 1. To be concrete; if there are currently flows in |&and
(n1 + n2)r < C, but new flows arrive in level 1 making,r = C'
then all packets in level 2 are dropped and the flows in thascla
are completely deprived of service even though they dedeute
congestion when they initially probed.

The above argument shows that one cannot have multipleslevel
of priority for the probes. However, if one uses a differers D
field in the probe packets than in the data packets so thatadlep
packets go into the same priority class then one can stik fiae
data packets sent at different levels of priority as lonchasrobe
traffic is at the same, or lower, priority than all other adsios-
controlled traffic. In such a design, all admission-coéaFows
would compete on an equal basis for admission, but wouldvece
different levels of service once admitted.

In summary, the problem attealingbandwidth leaves us with very
little design leeway; one cannot use scheduling algorittiras al-
low the admission-controlled traffic to borrow from otheaftic.
In particular, one should not use traditional Fair Queuéamgther
variants) on a per-flow basis (to separate admission-ctedritows
from each other) or on a per-class basis (to separate admissi
controlled traffic from best effort traffic). One must use adtl-
ing mechanisms with strict rate limits on the admissiontaaled
flows. A natural mechanism is priority scheduling with a cttri
bandwidth limit to separate admission-controlled flowsrfrbest-
effort flows, with FIFO service within the admission-conled
traffic itself. In addition, one can offer multiple levelsadmission-
controlled service but only if all probing traffic uses thersalevel
of priority.

2.2 Endpoint Probing Algorithms
In what follows we assume there is only one class of admission
controlled service.

2.2.1 Acceptance Thresholds

Given that admission control decisions are made by the hosés
might think the hosts should be free to choose a wide variéty o
acceptance thresholds. To investigate this possibildgs@er the
following example. There are two groups of flows, one with ac-
ceptance threshold and another with acceptance threshalgall
flows send at rate. Let's assume that: > ¢; so the flows in the
second group have a less stringent admission standard tves fl
in the first group. Flows in the first group will be admittedhitre
are fewer tham, = &

#For the purposes of this discussion we will assume we aratalk
about priority scheduling, but our comments apply equakyi vo

priority dropping.

similarly, flows in the second group will be admitted if thexee
fewer than, = f —= flows currently accepted or probing. Note
thatno, > ng; thus, “when the number of current flows (either ad-
mitted or probing) is between; andn. only those flows in the
second group are admitted. The relative size of wirglowwhere
only the second group is admitted (compared to the total e¥ind
of when any flow is accepted) is given M 2=, This
suggests that if all the acceptance thresholds are smalthieaael-
ative size of the window is also small. If the probabilitytdisution

on flow occupancy —that is, the distribution of the numbera#f/
presentat a given time — is reasonably uniform, then theanee
rates (or blocking probabilities) of the two groups of flows ax-
tremely similar. In this case, flows could indeed have a gileat

of freedom in picking theit (as long as they are reasonably small).
However, there are two relevant observations.

First, while in this case adopting a more stringent admissian-
dard (adopting a lowet) does not hurt a flow, in that its blocking
probability will not be much higher than if it chose a lessratent
acceptance threshold, neither does it improve that floneditpof
service. The quality of service experienced by a flow is ationc
of the total number of flows present. Even if the more striigen
flows would only load the link up to a maximum af;, the less
stringent flows would increase the link’s load up#pand all flows
would experience the same dropping fraction; the qualises¥ice
of all flows depends on the least stringent acceptance thicksf
any flow. Thus, flows have little to gain by choosing a morenstri
gent acceptance threshold.

Second, if the incoming load is reasonably heavy, the prititab
distribution on flow occupancy —that is, the distributiorife num-
ber of flows present at a given time — is heavily weighted tolsar
ny. If this is the case, the blocking probability of the morerstr
gent flows would indeed be significantly higher. We inveggdhis
phenomena through simulation in Section 4.

This analysis suggests that endpoint admission controldfanc-
tion best if all flows adopted the same acceptance threshdlhis

is reminiscent of the current end-to-end congestion cop&nadigm,
where there is no router support for bandwidth allocatiantiere
is in Fair Queueing and related approaches) and the hoste-are
sponsible for backing off in the presence of congestion. deor-
gestion control to function properly all flows must adherete
uniform standard of TCP-friendliness [10] or else some flovight
get substantially more than their share of the bandwidth.

2.2.2 Accuracy

For a host to be sure that the loss (or marking) fraction ofodo@r
is belowe the probe must last for many multiples of' (mea-

sured in packet transmissions, not time). Smatleans extremely
long probe times, resulting in significant wasted bandwath a

substantial delay before the host can send data traffic.

If packet loss is used as the congestion signal and prolfi tisf
sentatthe same priority as data traffic, théna reasonable predic-
tor of the likely data packet loss levels. There is a choiderben
long set-up times and small loss fractions, or short seirogs but
somewhat higher loss fractions. An alternative is to seegtiobe
packets at a lower priority than the admission-controllathdraf-
fic (but still at a higher priority than best-effort traffiaye call this
out-of-bandprobing, in contrast to the default of-bandprobing.
With out-of-band probing the data packet loss fraction isssan-
tially lower than the probe packet loss fraction. Thus, cereltave
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Figure 1: lllustration of Thrashing Behavior: The utilizat ion and data packet loss probability for in-band and out-ofband probing.

The fluid model has Poisson arrivals, exponential flow timesrad exponential probe times. The flow inter-arrival time is 35 sec, the
average flow lifetime is 30 sec, the link bandwidth is 10 Mbpsand the flow bandwidth is 128 kbps. The x-axis is the average pbe
length. The utilization (shown in (a)) is exactly the same fothe in-band and out-of-band models. The data packet loss fction

(shown in (b)) is that of the in-band model; the out-of-bandmodel has no loss.

a reasonably sized with its corresponding reasonable set-up de- packets. Figure 1(b) depicts the data packet loss probabilhe

lays, and still achieve low data losses. utilization applies to both the in-band and out-of-band eiedThe
data packet loss probability applies only to the in-band efaitie

Another alternative is to use congestion marks (as in ECN-to out-of-band model has no data packet loss. These functiens a

dicate congestion. The rate of packet marking will be sutisthy plotted against the average probe length; similar curvaddue-
higher than the rate of packet dropping, so one can again use asult if we increased the Poisson arrival rate of flows with adix
larger value ot to reach the same level of loss. average probe time. What these curves reveal is that asrbthle

of probes increases (or as the incoming load increases)ythie s
Thus the probing time needed to achieve a given level of Iss i tem undergoes a fairly sharp transition. Below the tramsijtihe
much less if one uses either out-of-band probing or usesinark utilization is quite high and the data packet loss probgbduite

rather than dropping as the congestion signal. Howevesetheo low. Past the transition the number of probing flows beginaco
alternative approaches— out-of-band probing and corareistark- cumulate without bound (because the incoming rate is hititear
ing — have the disadvantage that it is quite difficult to il ac- the outgoing rate); the utilization then collapses to zerd the
ceptance threshold to the likely level of loss. In these tames (as loss fraction (in the in-band case) approaches one. Noteviiren
observed in [7] for out-of-band probing) the acceptanceghold probing is in-band the system experienceslapse thrashing not
serves as a very loose upper bound on the likely level of bt only denies new admissions, driving utilization to zera, thuash-
probing is done for a sufficiently long period of time). ing also raises the data packet drop percentage. In confrtss
probing is out-of-band the system experienstsvation the drop
We will explore the tradeoffs between probing in-band antdaiu percentage remains low but thrashing drives the utiliretiiozero.

band, and between marking and dropping in Section 4.

Note that traditional IntServ admission control does nettesim-
ilar thrashing problem at a single lifkThis is because when re-
quests arrive at a router, they are serialized (i.e., theyeda order)
and admission control decisions can be made sequentialgnd-
point admission control, as in Ethernets and other multleess
problems, there is no central point of serialization. Wheaflows
seek admission at the same time, and there is only room fqaone
IntServ router can admit one but not the other; in an endaint
mission control architecture both are rejected.

2.2.3 Thrashing

When many flows are probing at once — so many that the drop per-
centage is significantly above- none of the probing flows will be
accepted. This holds true even if the current number of aedep
flows is quite low. It is thus possible under high offered lpdar

the system to enter into thrashingregime where the number of
accepted flows is well below what the link could comfortabdnh

dle but the cumulative level of probe traffic prevents furthémis-

sions. Since we expect that there will be occasional periods whemth

fered load is much higher than the link capacity, the protaitayg-
rithm should be designed to minimize thrashing. We suggssgu
slow-startprobing, in which the probing rate slowly ramps up, to
detect congestion without unnecessarily creating it. Owanple

We can quantify this effect with a simple (but unrealisticjdiflow

model with dynamic arrivals and departures and using patrkes
as the congestion signal. The flows arrive in a Poisson psaes
have exponential lifetimes. The probes are exponentiamyth of such a scheme is to have the rate of the probe traffic start ou
and we assume they make perfect measurements (i.e., d&ect t gma|l for some period of time; if the observed loss (or magkin

load level exactly); this is particularly unrealistic, btis neces- _ percentage is belowthen the host doubles the probing rate for the
sary to make the model tractable. For space reasons we omit a

more detailed description of this calculation and merebspnt the “The IntServ approach can have a thrashing problem in a finkti-
numerical results in Figure 1. Figure 1(a) showsukefulutiliza- scenario when resources are scarce at more than one raigraal
tion of the link, which is the fraction of the link utilized byata path [16].




next period of time. This process repeats until the desnaust
mission rate is reached. This allows the flow to receive aly ear
signal of congestion before overloading the link. We areainé

to include slow-start probing into the model above (theesspiace
explodes), but we test it through simulation in Sectidf 4.

3. SIMULATION PRELIMINARIES
We first define the designs to be tested and then describentlie si
lation methodology.

3.1 Prototype Designs

The discussion of router scheduling mechanisms greatlifelim
the design options. It appears that the most sensible désign
use a strict priority packetscheduler, with a bandwidttd(anffer)

limit on the admission-controlled traffic. The bandwidtimii de-

termines the share of bandwidth allocated to admissiortraited

traffic. Determining this allocation is a local adminisivatdeci-

sion. We expect that best-effort traffic will dominate adsios-

controlled traffic (in terms of bandwidth usage) so that asioin-
controlled traffic’s allocated share of the bandwidth wilkiely be

50% or less of the total link.

Within the admission-controlled traffic we also consideother
level of priority so that probe traffic can be sent at a loweorpr
ity level than data traffic (but still higher than best-efftaffic);
there is no bandwidth cap limiting the amount of bandwidtt th
must be left over for the probe traffic. That is, there is a band
width limit that applies to the sum of the admission-conémdata
and probe traffic, but there is not a separate bandwidth Fonit
the admission-controlled data traffic. When we have thisteahl
level of priority for the probe packets, incoming data paskmish
out resident probe packets if the buffer is full.

has already reached the point where the total loss percenititig
be over threshold, then the probing is stopped and the fleetej.
For instance, if the probe rate is 1000 packets per secoddhan
acceptance threshold is 1%, then once 51 packets are drtipped
probing is halted and the flow is rejected.

As discussed in Section 2.2.3, it may be necessary to slamhpr
up the probe rate in order to prevent starvation or collaBsethis
version ofslow-startprobing, we first probe at ratg- for 1 second;

if the loss (or mark) percentage is below threshold we probate

¢ for a second and again the loss percentage is checked. Dhis pr
cess is continued for 5 seconds at which time the host, if tve fl
has not been rejected, has probed for a second at.rate

An intermediate version of probing, which we c#larly Reject
probes at the ratefor at most five seconds (as in the simple probing
algorithm) but if in any second-long interval the loss (ork)aer-
centage is above threshold then the flow is rejected (and ¢y
stopped). This algorithm allows us to determine if the penfance
differences between slow-start probing and the simpleipgpal-
gorithms are due to the early rejection or the incrementakiases

in bandwidth.

The probing algorithms described above do not take the hste

b value into accountwhen they probe. We could easily modignth

to put the probe packetsinto bursts of difellowed by a quiescent
period of time%. Alternatively, one could probe at some ratehat

is a function of the andb. For instance, some measurement-based
admission control (MBAC) algorithms use affective peak rate
that is a function of- andb (see [9]); this value could be used as
the probing rate.

As we argued in Section 2, the admission control threshaddlsh
probably be a uniform standatd.For most of our simulations we

We test both packet drops and congestion marks as the sifjnal 0 assume that all flows use the same thresholtHowever, we do

congestion. The dropping behavior of these admissionrotbed
gueues can be either drop-tail or RED [11]; we used dropfdail
ease of simulation but we don't think this affected the ressil

For the marking algorithm we usevértual queuesimilar in spirit

to what is discussed in [6] and [13]. The router simulatestibe
havior of a queue with 90% of the real bandwidth (but same size
buffer) and marks packets that would have been dropped withe
tual queue. This can be implemented efficiently, as it ondynes
one counter for each priority level and an update of that tenon
packet arrivals.

Hosts must characterize their flows as conforming tdq:qh) to-
ken bucket (as in [22]). In the simplest form of probing, tresth
sends probe packets at a ratfor some fixed duration; in our sim-
ulations, that duration is 5 secontds At the end of the probing
interval, the loss percentage is computed and the admisi&ioin

run one test where thés are different to evaluate the impact of
threshold heterogeneity.

Aside from the options in probing (slow-start, early rejemtsim-
ple) the main design options we explore through simulatirres
whether to probe in-band or out-of-band and whether to $ipra
gestion with packet drops or congestion marks. Thus, we have
four basic design choices: dropping in-band, droppingajtiiand,
marking in-band, and marking out-of-band. Dropping in-thés
the simplestscheme, and requires only a rate-limitediprisched-
uler to separate admission-controlled traffic from begirefraffic.
The in-band marking scheme is very similar to that proposed i
[13] and requires simulating a virtual queue and the use d{EC
like bits. The out-of-band dropping scheme is similar ta fha-
posedin [7] and requires three levels of priority (one fanésion-
controlled data, one for probes, and one for best-effotie dut-of-

sion is made; the receiving host records the losses and cemmu band marking scheme is a hybrid of these latter two appradéhe

nicates the acceptance/rejection decision to the sendiag Hf,
before the end of the probing period, the number of packeel®s

%1n addition, as in regular IntServ, rejected flows shouldexgso-
nential back-off before retrying (see [16]), but we do noplexe

the issue of retrying flows here.
'Wwhile RED has substantial advantages for TCP flows, it is not
clear that it provides substantial benefits for traffic tisahot ad-
justing its transmission rate (once it has been accepted).
2Five seconds is chosen to balance the delay that a user ralght t
erate at the start of a real-time session with the need te@eelan
accurate sample of network performance though probing.et S
tion 4 we use simulation to further understand this tradeoff

¥ However, it is appropriate to setdifferently for different algo-
rithms, since the relationship betweerand actual performance
varies for in-band and out-of-band probing. Once the decis
made to adopt a certain design, the uniform value @dn be set.

' The real difference between the out-of-band marking scharde
the out-of-band dropping schemeristthe use of congestion bits
but instead is the use of a virtual queue. One could use theaVir
queue idea to decide when to do something about the probe pack
ets, but instead of marking them merely drop them. Miitial
droppingdesign would remove the need for ECN bits while still
giving early congestion signals. This is possible with ofiband
marking, but not in-band marking, because having a sepauatee



Source| Burst Rate| On Time | Off Time | Avg. Rate| /3 Figure Source(s) 7 (sec)| Description
EXP1 256k 500ms 500ms 128k | - 2 EXP1 3.5 | Basic scenario
EXP2 1024k 125ms 875ms 128k | - 3 EXP1 3.5 | Longer probing
EXP3 512k 500ms| 500ms 256k | - 4-7 EXP1 1.0 | Higher load
EXP4 256k | 5000ms| 5000ms 128k | - 8(a) EXP2 3.5 | Four times burst rate,
POO1 256k 500ms 500ms 128k | 1.2 same average
8(b) EXP3 7.0 | Twice burst and average
Table 1: Traffic Sources: The burst rates and average rates & 8(c) POO1 3.5 | Long-tailed on/off times
in units of bits per second. 8(d) Star Wars 8.0 | Real trace data
Trace
8(e) EXP1, EXP2, 3.5 | Heterogeneous traffic
We will be testing these four variations in various scersridhe EXP4, POO1 sources
Measured Sum algorithm, a traditional IntServ per-hop measent- 8 EXP1 35 | Low multiplexing
based admission control (MBAC) algorithm described in [1M]l Table 3 EXP1 3.5 | Heterogeneous
serve as a benchmark for these endpoint admission consigrae Tables 5-6] EXP1 | Multi-ink topology
11 EXP1 3.5 | Coexistence with TCP

Our design does not address the issue of multicast. One could
use the simple algorithm that when a receiver decides thata fl
has been rejected, it merely leaves the multicast group.large
leave-latencies of current multicast implementations rhienger

Table 2: Simulation Scenarios

this approach, but otherwise it would result in the desitates the All but one of our simulations uses a simple topology with gnan
admission-controlled traffic would only travel paths alomgich sources sharing a single congested link. The bandwidthsolitk,
the probes passed successfully. We do not test the multleaign unless otherwise specified, is 10Mbps and it has a propagddio
in this paper. lay of 20msec. There is enough buffering for 200 packets. Mt a

use a 12-node topology to assess the impact of flows tragedgin
3.2 Simulation Methodology ferent numbers of congested links.

The admission-controlled traffic is given strict priorityes best-
effort traffic, but there is a bandwidth limit. In our simutatst® we
merely simulated the admission-controlled traffic as benyiced
by a queue running at the speed of its bandwidth limit. This is
not precisely the behavior of a rate-limited priority quelbiet it is
rather close. This simplification frees us from simulating best-
effort traffic running at strictly lower priority. Correspdingly,
when we report utilization figures in the simulation resuttese
refer to the amount of the allocated share, not the link baahtiyv
that is consumed by admission-controlled data packets. dVeotl

include probe traffic in our utilization figures (becauseyttde not 4. PERFORMANCE ISSUES

reflect useful transmissions). We now use simulation to evaluate the performance of the@ntp
admission control designs.

We test in-band marking and in-band dropping with= 0, .01,
.02,.03,.04 and.05. We test out-of-band marking and dropping
with e = 0,.05,.10,.15 and .20. All simulations are run for
14,000 simulation seconds, and data for the first 2000 sescanmed
discarded.

For reference, Table 2 lists all of the simulation scenatas we
describe in the following section.

In the simulations that follow, the admission-controllealffic is
modeled by a Poisson arrival process with average inteahtime 4.1 Basic Scenario

7. Flows that are rejected do not retry; this is obviously aiise We start off by considering a rather basic scenario consjsti our
tic, but our simulations are simplified if we consider retiyiflows single link topology and EXP1 sources. Figure 2 shows tha dat
as part of the incoming Poisson process (i.e., retrying flasld packet loss probability versus utilization achieved far ftested
merely make\ effectively larger). All flows have exponential life-  algorithms (4 endpoint admission control algorithms arel réf-
times with an average lifetime of 300 seconds. erence MBAC.) Slow-start probing is used for endpoint adinis
control. Offered load is such that the blocking rates in ¢hes-
We use six different traffic sources. Five of them are on-aff-t periments are approximately 20%. For a given endpoint aslotis
fic sources, with four of them having exponential on and afiets. control algorithm each point shown reflects the loss prditakind
The fifth on-off traffic source has Pareto on and off times ¢desd utilization produced by a differentvalue, averaged over 7 simu-

by a shape parametgt). This source produces LRD traffic in the  |ation runs with different random seeds; following [4] weldhe
aggregate. All packets from these on-off sources are 125shigt  curve described by these points tiss-loadcurve of the algo-
length. Table 1 contains the parameter values for these five 0  rithm. There are two aspects to these curves. First, one ehieut
off sources; each of them conform to a token bucket with 125 the loss value for a given level of utilization (or, equivaty, the
bytes with the rate given by the burst rate. Exponential and Pareto ytilization at a given loss value); all other things beingiak al-
on/off sources are denoted with the labels EXP and POO, tespe gorithms that produce lower loss at the same utilizatioelleve
tively. The last source is a trace from the Star Wars movi¢ [12 clearly superior. Second, one cares about the range cfaitiin
which uses 200 byte packets; we reshape (by dropping) itite co  (or loss rates) that can be achieved by varyingetiparameter for

form to a token bucket with = 800kbps and> = 200kb. a given probing length. We say that two loss-load curves Hae
allows the router to use the virtual queue to drop probe packed same frontier if (by extrapolating loosely) it appears thatlosses
not data packets. at the same level of utilization would be similar. We say theves

1*We used thassimulator, extending it to support the functionality ~have different ranges if the levels of utilization (at theiquoints)
required for our experiments. are quite different.
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Figure 3: Basic Scenario with Long Probing

With this in mind, we now turn to Figure 2. The frontiers of the
various loss-load curves seem to be fairly close to the beack
MBAC curve, and even closer to each other. Thus, for a givesi le
of utilization the loss rates achieved by endpoint admissantrol
are quite competitive with the loss rates produced by the KIBA
(consistently within a factor of two, and often closer). Thest
striking aspect of the results is the dramatically diffénemges of
these loss-load curves. The out-of-band marking is ablelhcese
dropping rates on the order ®6~" while only probing for 5 sec-
onds. In contrast, the in-band dropping algorithm’s mirichap
rate exceeds0~". The in-band marking and out-of-band dropping
reach intermediate levels of loss.

Note that even when = 0 the in-band dropping algorithm has
significant losses (0.4%). To see why this is so, let's carsa
simple model (using simple probing, not slow-start probiagd
assume the link has a fixed drop percentageNote that if one
fixes a probe tim&" and one’s probe rate is(with packet sizeP),
then even if one sets= 0 flows will be admitted with probability

(1-6) 7 . Aflowwill be admitted with 50% probability wheh =

P . . .
1—27+7. This value o is a rule-of-thumb estimate of how low a
drop rate in-band dropping can achieve for a given probiteyval.
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Figure 5: High Load: out-of-band dropping

For the scenario considered here, this results in a rutbtofib
drop rate of 0.13% which is about a third of what is observed.

One could presumably achieve lower loss rates by probingfaer

(if one were willing to incur the longer set-up delays). IrgFi
ure 3 we compare the loss-load curves achieved for in-baoy dr
ping with our usual 5 second slow-start probing algorithnote
which probes for 25 seconds (5 seconds at each probing rétte as
doubles towards). We find that while longer probing does lead
to decreased drop rates, utilization has also decreassthsiially
because more bandwidth is consumed by probe packets. Brobin
for such a long time runs the risk of inducing thrashing, vahie

the subject of the next section.

4.2 High Loads

As discussed in Section 2.2.3, under high loads the systararca
ter a thrashing regime where few flows are admitted. We censid
a load model similar to the one considered above, excepthibat
arrival rate is now 1 flow per second, 3.5 times what it was be-
fore, representing a total load of approximately 400% oflithie
capacity (yielding blocking rates around 75%.) We use thi-s
nario to investigate the impact of thrashing in a real emrinent,
and so evaluate the effectiveness of slow-start probinglavia
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ating it. Figures 4-5 show the loss-load curves of the twdgro
type designs that use dropping, each with three differenibipg
algorithms: slow-start, simple probing, and early rejeatss-load
curves for the reference MBAC are also shown.

Consider first Figure 4 which shows these three probing #lgos
for the in-band dropping design. Note that simple probind)early
reject have very similar frontiers, with early reject hayisome-
what lower loss rates for the same valuescof However, both
of these frontiers are substantially worse than that of thech-
mark MBAC algorithm; the loss rates are roughly ten timegdar
at equivalent levels of utilization. The slow-start frattis much
closer to the MBAC, only a factor of two worse. Note that theslo
rates achieved by the probing algorithms are all ratherainthe
only difference is that slow-start keeps the utilizationelehigher
for the same value of loss. In this sense, slow-start hagaethits
goal of minimizing thrashing by not allowing the incomingpe
traffic to prevent admissions.

Figure 5 shows the results with out-of-band dropping. Theegh
probing algorithms have extremely similar loss-load fierst, and
they are quite close to that of the MBAC. Slow-start contste
achieve higher utilizations than the other two probing &atgms,
but here it comes at the expense of higher loss rates. Thimss
tent with the theory we described in Section 2.2.3; with oldiband
probing there was no loss due to thrashing, only starvatiatet
heavy load. Here with a more varied and realistic load maodel,
see that the loss versus utilization curves are unaffectedhich
probing algorithm is used (reflecting that thrashing itselfises no
additional loss) but that slow-start is capable of minimigstarva-
tion. When comparing in-band marking to out-of-band magkin
Figures 6 and 7, one sees a similar difference between thgash
collapse and thrashing starvation.

In all of the simulations that follow we use the slow-stantnioof
probing because of its apparent benefits.

4.3 Robustness
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Figure 7: High Load: out-of-band marking

plexing (where the link is only 1 Mbps). The loss-load curees
shown in Figure 8. We don't discuss each graph in detail, bilit w
briefly summarize the results. In each graph the endpoinissiom
designs produce loss-load frontiers that are reasonaisg ¢b the
MBAC benchmark. The in-band dropping design consisterdly h
the highest dropping rates, but in each case it is ableg fer 0

to achieve a dropping rate of roughly 2% or less. The outeofeb
marking design always produces the lowest dropping ratgpi- T
cally in-band marking had a lower dropping range than ottarid
dropping, but the magnitude of this gap varied widely betwie
different scenarios. Figure 8(a) depicts a somewhat ebaregit
case, where the in-band frontiers were substantially wibicse the
two out-of-band designs. This source model has a highemtoke
rate,r. Therefore, it probes the network at a higher rate, regultin
in a higher fraction of network bandwidth devoted to thesgbpr
packets.

As we discussedin Section 2, and as we will elaborate on hé&iew
e values will likely have to be a uniform standard. That me#ias t
endpoints cannot adjust theito achieve the desired loss rate in a
particular scenario. To what extent can the loss rate beqieet] or
at least bounded, by the choice«® This depends on how widely
the loss values vary for a fixed'® Figure 9 shows the resulting
loss rates for each algorithm for a fixede = 0.01 for the in-
band designs and= 0.05 for the out-of-band designs. The point
here is not to compare across designs (since these loss@sabcc
different utilizations) but to note the variation in lossagwithin a
design. The loss rates show significant variation, at leastrder
of magnitude in every case. This suggests that it will be hard
provide any meaningfid priori predictions about likely loss rates.

In all but one case the maximal loss occurred with low muétipl
ing, which is consistent with the intuition that effectiveoping

is aided by having smooth aggregate traffic. The maximaliezss
greater tham for in-band probing for the low multiplexing and high
load scenarios. For the other three designs the maximaldbss
was less tham. Thus, for these desigrsserves as a crude upper
bound on the likely loss rate if one needed to characterz etéix-
imal loss rates for a statistical real-time service (if tmelye times

We now subject our designs to a much wider set of load patterns are long compared to~"). As observed in [7], these bounds tend

We use the additional source models described in Table 1s€The
include loads with burstier sources, bigger sources, LRifidr
trace driven traffic, heterogeneous traffic, and low degfeeudti-

1 Note we are not asking about utilization variation, sinceatdmn

individual flow cares about is its own quality of service.
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to be quite conservative for the out-of-band designs.

So far we have presented a fairly broad set of simulationsnoVie
address a few more specific performance issues.

4.4 Heterogeneous Thresholds
The discussion in Section 2 indicated that if thealues were uni-
form, and thus static, it would be hard to control the levesef-

vice in a predictable manner. We now test the assumptiorthieat

thresholds should be uniform. We considered the same loa&imo

Design Lowe | Highe
In-band dropping .238 134
In-band marking .332 .206

Out-of-band dropping .315 192
Out-of-band marking| .362 .284

Table 3: Blocking probabilities for low and high ¢’s: For each

design, the low value is = 0. For the in-band designs the high
value ise = 0.05, and for the out-of-band designs the high value
ise = 0.20.

rates are the same, since once the flows are admitted theythlear
same service class. Simulations at higher offered loadstegksin
very similar ratios of the blocking rates. This shows thateied
that lowering the: in an attempt to increase one’s quality of service
merely leads to a higher blocking rate. Conversely, if dleoflows
were using some threshaldhen another flow could use a value of
2¢ to lower its blocking probability without sacrificing its glity

of service. However, when all flows followed suit and raislegirt
thresholds the resulting quality of service would degratleis is
exactly in parallel with the tragedy-of-the-commons we fimith
the current congestion control paradigm.

4.5 Heterogeneous Traffic

The load model used in Figure 8(e) is a combination of fouf tra
fic sources. Three of them are described by the same tokerbuck
rater, and so their admission control probing rates are the same
(and hence they have the same blocking rate). The fourth faswv h

a token bucket rate that is 4 times that of the other flows. When
it probes, it is presumably more likely to incur losses antil e

as in the basic scenario but with two classes of flows, thotie wi less likely to gain admission. As noted in [4] traditional M8 ad-
e = 0 and those with larger (¢ = 0.05 for the in-band designs and
e = 0.20 for the out-of-band designs). Table 3 shows the resulting ger flows. Table 4 presents the blocking probabilities ofléige
blocking probabilities of the two classes of flows; their patadrop

mission control has a similar tendency to discriminate ragtdiig-

and small flows in this scenario. The MBAC level of discrimina



Design Small Flows | Large Flows
In-band dropping .200 457
In-band marking .329 429
Out-of-band dropping .278 524
Out-of-band marking 321 1490
MBAC .156 .624

Table 4: Blocking probabilities for the large and small flows
with heterogeneous traffic.

Design Short Flows| Long Flows
In-band dropping 0.0039 .011
In-band marking 0.0003 0.0007
Out-of-band dropping  0.0006 0.0021
Out-of-band marking| 0.000015 | 0.000044
MBAC 0.0013 0.0045

Table 5: Loss probability for the long and short flows: The los
probabilities of the short flows at each of the three congeste
links are averaged together. The data is foe = 0. The relevant
comparisons are between the loss probabilities for the shoand
long flows for a given algorithm; the parameter values are not
tuned to give the various designs equivalent loss rates.

tion against big flows is significantly higher than that of afiyhe
endpoint admission control algorithms. This derives from less
precise nature of the endpoint algorithms. The MBAC seeseéhmu
larger sample (actually all) of the packets traversing ihie, land
therefore has a much more accurate estimate of the curehoio
the link. Thus, it is aware of how much spare capacity exaats,
under high load it will often only have capacity to admit a §ma
and not a large, flow. Edge admission control algorithms,hen t
other hand, make decisions based on a smaller sample oftpacke
Since their decisions can notbe as accurate, they will be fikaly

to admit a large flow, even if capacity does not exist, andctege
small flow when there is spare capacity. Thus, edge admission
trol actually alleviates to a degree the problem of disanation
presentin traditional admission control algorithms.

4.6 Multi-hop

All of our simulations so far have been on a single link toggylo
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Figure 10: Simulation topology for multiple link scenario

discriminates against the multi-hop flows. If admissiontooirde-
cisions were purely uncorrelated and if the probability ofep-
tance at each hop wasthen cross traffic flows would be accepted
with probability « while the multi-hop flows would be accepted
with probability a®. The question we have is whether endpoint
admission control experiences more severe discriminatgainst
multi-hop flows. Table 6 shows the blocking probabilities fioe
two classes of flows. The MBAC blocking probability is well cho
eled by the product approximation. The marking designs Be a
well modeled by this approximation, but the dropping desidis-
criminate more severely against the long flows. This may ea b
serious issue in practice, given that it will be rare to beedraing
many congested links and, if it happens, the resulting uisca-
tion is not drastically worse than that of the MBAC.

4.7 Incremental Deployment

The previous simulations are all based on the universalogepl
ment of, at the very least, a separate DiffServ class forehi-
point admission-controlled traffic. If indeed endpoint aslsion
control is deployed, its deployment will be incremental dimefre
will be cases where admission-controlled traffic travelsgscy
routers that do not have a separate DiffServ class set aside f
this admission controlled traffic. At these routers, the Bsin-
controlled traffic will share the queue with best effortfi@fin this
last scenario, we see how bandwidth is shared between admiss
controlled traffic and TCP traffic at such a legacy routerufregl1
shows the aggregate bandwidth over 10 second intervalshysed
the TCP flows, for several values of the paramet&0 TCP flows
are started at time zero, and admission-controlled traffigiris

What happens on multiple links? We use the topology depicted 50 seconds later. These simulations use TCP Reno and dtop tai
in Figure 10 to answer this question. Some flows take the three routers, which are both currently widely deployed. For $méhe

hop route along the linear backbone, while others followghaths
that traverse the backbone only for one hop. Only the thrées i

loss induced by the TCP flows prevents the admission-cdediol
flows from being admitted to the network and using any sigaiftc

on the backbone are congested. Thus, some flows must fight forlevel of bandwidth. For higher values othe bandwidth is shared

admission across a path with multiply congested links, evbihers
— the cross traffic — only have to contend with a single coregest
link. We address two issues here.

First, it is reasonable to ask if the endpoint probing payadis
viable over multiple hops. One might imagine that the prgbin
signal is degraded by traversing multiple congested litéading
to improper admission decisions. Our simulations do naakany
sign of this. Table 5 shows the loss probabilities of the shnd
long flows withe = 0. The loss probabilities of the long flows are
closely approximated as three times the loss percentape sfiort
flows. Thus, while long flows inherently will experience high
drop rates because they are traversing multiple hops, éagghe
longer path does not impair the accuracy of the admissioisidec

Second, as described in [4], traditional MBAC admissiontomn

fairly equally between the two classes. Similar resultsenel-
tained when we reversed the starting order between the T@Ps a
the admission-controlled flows. Additional runs with vamyinum-
bers of TCP flows shows that there is typically critical valoee
such that above that value both kinds of traffic receive aifsogmt
share of the bandwidth, and below that value the TCP traffimido
nates. As the number of TCP flows increases, the higher theatri
value.

In none of our tests did the admission-controlled traffietédn av-
erage) substantially more than 50% of the link; admissiontolled
traffic was either rejected due to the background loss indlige
TCP or it shared the bandwidth reasonably with TCP. However,
did not test this under a wide range of conditions. More exten
sive testing would be needed to ensure that the conclusacsted
here are indeed more generally valid. Of particular inteses the



Design Short Flows || Short Flows 11| Short Flows Ill | Long Flows | Product
In-band dropping .202 .210 .210 .601 .508
In-band marking .262 .267 .247 611 .593
Out-of-band dropping 317 .286 .275 717 .646
Out-of-band marking 331 .333 .359 732 711
MBAC .307 .259 .286 .646 .633

Table 6: Blocking probabilities for the long (i.e., multi-hop) and short (i.e., single hop) flows: The blocking probabities of the short
flows at each of the three congested links are listed separ&eThe last column indicates the blocking probabilities trat would result
from assuming that the acceptance probability for a long flowis the product of the acceptance probabilities at each hop. fie data is
for e = 0. The relevant comparisons are between the product approxi@tion and the actual blocking probability of the long flows;
comparing the absolute blocking probabilities between theMBAC and the endpoint designs is misleading because the pamseter

values are not tuned to give equivalentloss rates.

TCP utilization
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Figure 11: TCP utilization in the presence of admission-
controlled traffic for different values of ¢. The two lower curves
are for e = 0.04 and ¢ = 0.05.

resulting bandwidth shares when flows have different rouipd t
times and when conditions are not stationary. Verifying thase
results hold more generally would be necessary (but notgerfi)

to determine whether it might be safe to deploy endpoint adion

control algorithms in hosts even before the routing infrattire

universally supports a separate DiffServ class for th#fidra

5. SUMMARY

Several papers have proposed endpoint admission conaqas-
sible alternative to IntServ for supporting soft real-timervices
such as Controlled-Load. Rather than using complicatechanel
scalable signalling protocols, endpoint admission céctymbines
sophisticated host algorithms with a rather traditionadtiedfort
infrastructure modified only to give two additional prigrievels.
Our goal here was to first understand some of the basic actinite
issues involved, and then to evaluate the performance musade-
sign options for endpoint admission control. We want tosstithat
the credit for inventing this approach lies elsewhere (\{6th7, 13,
15]) and that our purpose was to do a more thorough archisdctu
and performance analysis.

We divide the rest of our concluding comments inthich and
whether

Which Our architectural discussion suggested that there wdye on
two basic design decisions: should we mark or drop to indicat

congestion, and should we probe in-band or out-of-band.sithe
ulation results indicate that the marking and probing dtttand
loss-load frontiers are not always superior to that of inébdrop-
ping. However, the key advantage of both marking and probing
out-of-band, and particularly their combination, is theyt consis-
tently achieve lower loss rates for a given length of probiNgte
that we are concerned primarily with loss, not utilizatidrere.
That is because the utilization figures only indicate thetfoa
of the allocated share that the design achieves. If at acpé&ati
router the level of utilization is too low (and in none of ou-e
periments was the achieved utilization less than 50%), ookdc
always just increase the allocated share to increase tle¢ dév
admission-controlled traffic. In addition, the leftoverniavidth
is not going to waste, it is being used by the best-efforfitraf

Choosing between the designs presents us with the typical co
plexity versus performance tradeoff: markthgnd out-of-band
probing both entail additional mechanism, but they alsovallis

to achieve lower loss rates. One of the fundamental quasslari
in choosing between the various designs is deciding whatkiss
the Internet should attempt to support for admission-adiett traf-
fic. This question is well outside the scope of our paper,thulds
the key to whether the less complex in-band dropping desaridv
ever be deemed acceptable.

However, before decidinghichendpoint admission control design
to adopt, one should first askhetherto adopt one at all.

Whether Endpoint admission control certainly has its flaws. The
set-up delay is substantial, on the order of seconds, whaghlimmit

its appeal for certain applications. The utilization anssloate can
degrade somewhat under sufficiently high loads even wittvslo
start probing. The quality of service is not predictableoasrset-
tings. While these performance problems are not insigmifjcse
suspectthere are two far greater barriers to adoption.

First, as of yet we have no proposed mechanism to enforcenthe u
formity of the admission thresholds, or even to enforce the af
admission control at all in this service class. That is, siseuld
send packets with the appropriate admission control DS ikt
out using admission contrdt. A similar problem is faced by our
current best effort congestion control paradigm, whergusan

'"Recall our discussion in Section 3.1 where we contendedhkat
real complexity for out-of-band marking was the virtual gaeas
one could easily achieve exactly the same results doing®biénd
virtual dropping instead of out-of-band marking.

'8 This is equivalent to using a thresholde«f= 1, which is why we
related it to the problem of setting the thresholds unifgrml



currently send best-effort traffic without using any cortgescon-
trol. However, there are at least proposed solutions togise éffort
problem (e.g., penalty boxes, Fair Queueing like schedwdigo-
rithms) whereas for admission-controlled traffic this i@enpletely
open problem.

[12]

[13]
Second, we must continue to explore how one could deploy end-
point admission control incrementally. The simulationsSac-
tion 4.7 showed that in the limited scenarios tested endpdimis- [14]
sion control does the right thing at legacy routers by eidfugiitably
sharing the bandwidth with TCP flows or surrendering gradtefu
However, more extensive simulations are needed to see aheth
this holds under a wider set of reasonable operating comditi

15
Thus, there are significant design and deployment chalketigs 9]
remain to be addressed. We urge further research in thisaren
since the stakes are quite high. Endpoint admission corgpoé-
sents a radical and welcome departure from the complexititee
decade-long IntServ effort, and offers a much more scalaide
deployable approach to support soft real-time services.

[16]
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